Statistical Acoustic-to-Articulatory Mapping Unified with Speaker Normalization Based on Voice Conversion

Hidetsugu Uchida, Daisuke Saito, Nobuaki Minematsu, Keikichi Hirose

The University of Tokyo, 7-3-1, Hongo, Bunkyo-ku, Tokyo, 113-8656 Japan
{uchida,dsksaito,mine,hirose}@gavo.t.u-tokyo.ac.jp

Abstract
This paper proposes a model of speaker-normalized acoustic-to-articulatory mapping using statistical voice conversion. A mapping function from acoustic parameters to articulatory parameters is usually developed with a single speaker’s parallel data. Hence the constructed mapping model can work appropriately only for this specific speaker, and applying this model to other speakers degrades the performance of acoustic-to-articulatory mapping. In this paper, two models of speaker conversion and acoustic-to-articulatory mapping are implemented using Gaussian Mixture Models (GMM), and by integrating these two models, we propose two methods of speaker-normalized acoustic-to-articulatory mapping. One is concatenating these models sequentially, and the other integrates the two models into a unified model, where acoustic parameters of a speaker can be converted directly to articulatory parameters of another speaker. Experiments show that both methods can improve the mapping accuracy and that the latter method works better than the former method. Especially in the case of velar stop consonants, the mapping accuracy is higher by 0.6 mm.

Index Terms: acoustic-to-articulatory mapping, Gaussian mixture model, voice conversion, speaker normalization

1. Introduction
A new type of pronunciation training system using information of articulatory movements has been studied [1]. The training system provides learners with visual feedback of articulatory movements both of the learners and teachers and it can improve learners’ pronunciation more effectively than a conventional pronunciation training system that uses only audio features [2]. Hence the constructed mapping model can work appropriately only for this specific speaker, and applying this model to other speakers degrades the performance of acoustic-to-articulatory mapping. In this paper, two models of speaker conversion and acoustic-to-articulatory mapping are implemented using Gaussian Mixture Models (GMM), and by integrating these two models, we propose two methods of speaker-normalized acoustic-to-articulatory mapping. One is concatenating these models sequentially, and the other integrates the two models into a unified model, where acoustic parameters of a speaker can be converted directly to articulatory parameters of another speaker. Experiments show that both methods can improve the mapping accuracy and that the latter method works better than the former method. Especially in the case of velar stop consonants, the mapping accuracy is higher by 0.6 mm.

2. Speaker normalization based on voice conversion
2.1. GMM-based parameter mapping
In this paper, both models of speaker conversion and acoustic-to-articulatory mapping are implemented as GMM-based parameter conversion, which is briefly described below.

Let $x \in \mathbb{R}^{d_x}$ and $y \in \mathbb{R}^{d_y}$ be source and target parameter vectors whose dimensions are $d_x$ and $d_y$, respectively. $z$ denotes a joint vector consisting of source and target parameters as $z = [x^\top, y^\top]^\top$. The probability density of the joint vector is modeled by using a GMM as follows:

$$P(z; \lambda(z)) = \sum_{m=1}^{M} \alpha_m N(z; \mu_m, \Sigma_m),$$

where $\lambda(z)$ is model parameters. $N(\cdot; \mu, \Sigma)$ is a normal distribution with a mean vector $\mu$ and a covariance matrix $\Sigma$. $M$ is the total number of mixture components and $\alpha$ is a weight parameter. The parameter mapping function using the GMM is derived from

$$\hat{y} = \arg\max_y P(y|x; \lambda(z)).$$

A GMM-based speaker conversion model is developed with acoustic-acoustic parallel data, where source and target parameters are speech features of source and target speakers, respectively. A GMM-based acoustic-to-articulatory mapping model is developed with acoustic-articulatory parallel data, where a source parameter is a speech feature and a target parameter is an articulatory parameter. In this paper, the speaker used for the acoustic-to-articulatory mapping model is called model speaker henceforth. Then, GMM-based speaker conversion is done to change speaker identity of input voices to the model speaker.

Since GMM-based conversion is a frame-to-frame mapping, it should be noted that the temporal structure of input utterances is copied onto output utterances\(^1\). Considering this technical fact, the converted speech can be regarded

\(^1\)Even if ML-based estimation is employed, the number of frames is the same between the input and the output [6].
as speech generated by the model speaker with a speaking style similar to the input speaker’s style. If the speaker-normalized voices are input to the acoustic-to-articulatory mapping model, the output is the model speaker’s articulatory movements generated in a speaking style similar to the input speaker’s style. In other words, we can regard the output as the model speaker’s imitation of input utterances. In the case of pronunciation training, we can assume that an input speaker is a learner and the model speaker is a teacher. Therefore, the estimated articulatory movements are regarded as the teacher’s articulation when he/she imitates the learner’s utterances. A teacher often imitates a learner’s utterances to show clearly what is wrong with the utterances. This imitation is effective to increase learners’ awareness of pronunciation. Our proposed method is expected to work as teacher, where the feedback of imitated articulatory movements will be effective for pronunciation training.

2.2. Integrating GMM-based speaker conversion and acoustic-to-articulatory mapping

In this study, we integrate the speaker conversion model and the acoustic-to-articulatory mapping model when two types of parallel data are prepared: one is acoustic-articulatory parallel data of the model speaker, and the other is acoustic-acoustic parallel data between that model speaker and an arbitrary speaker. For integrating these two models, two methods are proposed: a concatenation method and a unification method.

2.3. Concatenation method

This method concatenates two models of speaker conversion and acoustic-to-articulatory mapping sequentially. Let \( x^{(a)}, y^{(a)} \), and \( y^{(s)} \) be a speech vector of the input speaker, that of the model speaker, and an articulatory vector of the model speaker, respectively. The probability density functions of two joint vectors \( z^{(xy)} = [x^{(a)\top}, y^{(a)\top}]\top \) and \( z^{(sa)} = [y^{(a)\top}, y^{(s)\top}]\top \) are characterized respectively as
\[
P(z^{(xy)}; \lambda^{(xy)}) = \sum_{m=1}^{M} \alpha_{m} \mathcal{N}(z^{(xy)}; \mu_{m}^{(xy)}, \Sigma_{m}^{(xy)})
\]
and
\[
P(z^{(sa)}; \lambda^{(sa)}) = \sum_{m=1}^{M} \beta_{m} \mathcal{N}(z^{(sa)}; \mu_{m}^{(sa)}, \Sigma_{m}^{(sa)}).
\]

When applying the resulting model to acoustic-to-articulatory mapping, \( x^{(a)} \) is firstly converted to \( y^{(sa)} \) by Eq. 3, where \( x = x^{(a)} \) and \( y = y^{(s)} \). Then, \( y^{(sa)} \) is converted to articulatory movements by Eq. 3 again, where \( x = x^{(a)} \) and \( y = y^{(s)} \).

2.4. Unification method

We propose another method that can integrate the two models into a unified model, where input voices are converted directly to articulatory movements of the model speaker.

In the concatenation method, one can find that two probability densities of \( P(z^{(xy)}; \lambda^{(xy)}) \) and \( P(z^{(sa)}; \lambda^{(sa)}) \) include a common distribution of \( y^{(s)} \). Practically speaking, distribution of \( y^{(s)} \) in \( P(z^{(xy)}; \lambda^{(xy)}) \) and that in \( P(z^{(sa)}; \lambda^{(sa)}) \) may be different when parallel data of \( (x^{(a)}, y^{(a)}) \) and those of \( (y^{(a)}, y^{(s)}) \) are obtained by reading different sentences, for example. By assuming that the two kinds of distributions of \( y^{(s)} \) can be characterized by a single model even in such a case, the total number of parameters that have to be estimated for acoustic-to-articulatory mapping can be reduced [10]. Furthermore, by marginalizing the parameters of \( P(y^{(s)}) \), the resulting mapping model becomes a unified model that can convert input voices to articulatory movements of the model speaker directly.

Input voices of speaker \( x \) are denoted as \( x^{(a)} \). In the unifi-
\[
\sum_{m} \hat{z}^{(a)} = \begin{bmatrix}
\sum_{m} x^{(a)}_1, x^{(a)}_2, \ldots, x^{(a)}_i, \ldots, x^{(a)}_N \\
\sum_{m} y^{(a)}_1, y^{(a)}_2, \ldots, y^{(a)}_i, \ldots, y^{(a)}_N \\
\sum_{m} y^{(s)}_1, y^{(s)}_2, \ldots, y^{(s)}_i, \ldots, y^{(s)}_N
\end{bmatrix}
\]

Figure 1: The covariance matrix of a component of GMM for the joint vector \( \hat{z} \)

cation method, articulatory movements are obtained by
\[
y^{(s)} = \arg \max_{y^{(s)}} P(y^{(s)} | x^{(a)} ; \lambda).
\]

The above equation can be approximated in the following way:
\[
y^{(s)} = \arg \max_{y^{(s)}} P(y^{(s)}) \int P(y^{(s)} | x^{(a)}, m) P(x^{(a)} | m) \, dm
\]

where
\[
E_{m} = \mu_{m}^{(a)} + \Sigma_{m}^{(a)} (\bar{z}^{(xy)} - \mu_{m}^{(xy)}),
\]
\[
D_{m} = \Sigma_{m}^{(s,a)} - \Sigma_{m}^{(s,x)} \Sigma_{m}^{(x,x)\top} \Sigma_{m}^{(s,x)},
\]
\[
\Sigma_{m}^{(a,s)} = \Sigma_{m}^{(s,a)} \Sigma_{m}^{(s,s)}^{-1} \Sigma_{m}^{(a,a)}.
\]

By using Eq. 7, we can estimate articulatory movements of the model speaker from the input speaker’s voices without converting them to the model speaker’s voices explicitly.

2.5. Implementation of the unification method

The unification method requires that each GMM component of \( y^{(s)} \) should be the same between the speaker conversion model and the acoustic-to-articulatory mapping model. To satisfy this condition, we first build a GMM of a new joint vector of \( \hat{z} = \begin{bmatrix} x^{(a)\top} & y^{(s)\top} \end{bmatrix} \top \). Figure 1 illustrates a covariance matrix in the GMM of \( \hat{z} \), where the covariance matrix of \( z^{(xy)} \) and that of \( z^{(sa)} \) coexist, between which the distribution of \( y^{(s)} \) is shared. Namely, the two models of speaker conversion and acoustic-to-articulatory mapping share the distribution of \( y^{(s)} \).

The simplest method to build a GMM of \( \hat{z} \) is to estimate its parameters by using samples of \( (x^{(a)}, y^{(s)}, y^{(s)}) \). In the context of pronunciation training, however, this method is not practical. The speaker conversion model has to be made by a parallel data of the same language, namely, a learner’s native language. The acoustic-articulatory mapping model should be made by a parallel data of the target language of learning. These conditions require the model speaker to be a bilingual speaker. It is not straightforward to extend the proposed method to bilingual speakers.

\[\text{Learners are not good speakers of the target language.}\]
of both languages and under these conditions, simultaneous observation of \(x(t)\), \(y(t)\), and \(z(t)\) is practically impossible.

To build a GMM of \(z\) by using two non-overlapped parallel databases of \((x(t), y(t))\) and \((y(t), z(t))\), we have to derive a method to build a GMM by using \((x(t), y(t), z(t))\), where either of \(x(t)\) or \(y(t)\) is always missing. For derivation, joint vector \(z\) is re-introduced as \(z(t) = [x(t) \ y(t) \ y(t) \ z(t) \ z(t) \ z(t)]^T\) when \(t = 1,\ldots, T\) and \(z(t) = [x(t) \ y(t) \ y(t) \ z(t) \ z(t)]^T\) when \(t = T + 1,\ldots, T_2\). Here, \(y(t)\) is a missing articulatory vector of the model speaker and \(z(t)\) is a missing speech vector of the input speaker. The E-step of the general EM algorithm for GMM of \(z\) is shown below.

\[
\begin{align*}
\gamma_{m,t}^{(z)} &= \frac{\pi_m N(z(t) \mid \mu_m \Sigma_m)}{\sum_{j=1}^{M} \pi_j N(z(t) \mid \mu_j \Sigma_j)} \\
\gamma_{m,t}^{(x,y)} &= \frac{\pi_m N(x(t), y(t) \mid \mu_m \Sigma_m)}{\sum_{j=1}^{M} \pi_j N(x(t), y(t) \mid \mu_j \Sigma_j)}
\end{align*}
\]

Since \(y(t)\) and \(z(t)\) are missing, they have to be replaced by some appropriate terms. Here, their expected values are used.

\[
\begin{align*}
y_{m,t}^{(x)} &= \frac{1}{\gamma_{m,t}^{(x,y)}} \sum_{m=1}^{M} P(m \mid x(t), y(t)) \gamma_{m,t}^{(x,y)} y(t) \\
z_{m,t}^{(x,y)} &= \frac{1}{\gamma_{m,t}^{(x,y)}} \sum_{m=1}^{M} P(m \mid x(t), y(t)) \gamma_{m,t}^{(x,y)} (x(t) - \mu_m)
\end{align*}
\]

\[
\begin{align*}
\mu_{m} &\leftarrow \frac{1}{\gamma_m} \sum_{t=1}^{T_1} \gamma_{m,t}^{(x,y)} z_{t}^{(x,y)} + \frac{1}{\gamma_m} \sum_{t=T_1+1}^{T_2} \gamma_{m,t}^{(x,y)} z_{t}^{(x,y)} \\
\Sigma_m &\leftarrow \frac{1}{\gamma_m} \sum_{t=1}^{T_1} \gamma_{m,t}^{(x,y)} \left( z_{t}^{(x,y)} - \mu_m \right) (z_{t}^{(x,y)} - \mu_m)^T - \hat{D}_m^{(x,y)} \\
\pi_m &\leftarrow \frac{1}{\gamma_m} \sum_{t=1}^{T_2} \gamma_{m,t}^{(x,y)} \left( z_{t}^{(x,y)} - \mu_m \right) (z_{t}^{(x,y)} - \mu_m)^T - \hat{D}_m^{(x,y)}
\end{align*}
\]

where \(\gamma_m = \sum_{t=1}^{T_1} \gamma_{m,t}^{(x,y)} + \sum_{t=T_1+1}^{T_2} \gamma_{m,t}^{(x,y)}\). In the M-step, Eq.15 and Eq.16 are substituted again for missing \(y(t)\) and \(z(t)\), \(D_m^{(x,y)}\) and \(D_m^{(x,y)}\) in Eq.18 are obtained as

\[
\begin{align*}
\hat{D}_m^{(x,y)} &= \begin{bmatrix} 0 & d_1(t) & 0 & d_2(t) \\
0 & d_2(t) & 0 & d_1(t) \\
0 & d_2(t) & 0 & d_1(t) \\
0 & d_2(t) & 0 & d_1(t) \end{bmatrix} \\
\hat{D}_m^{(x,y)} &= \begin{bmatrix} D_m^{(x,y)}(t) & D_m^{(x,y)}(t) & D_m^{(x,y)}(t) & D_m^{(x,y)}(t) \end{bmatrix}
\end{align*}
\]

\[
\begin{align*}
D_m^{(x,y)}(t) &= \sum_{m=1}^{M} \pi_m N(x(t), y(t) \mid \mu_m \Sigma_m)^{-1} - \sum_{m=1}^{M} \pi_m N(x(t), y(t) \mid \mu_m \Sigma_m) \\
D_m^{(x,y)} &= \sum_{m=1}^{M} \pi_m N(x(t), y(t) \mid \mu_m \Sigma_m)^{-1} - \sum_{m=1}^{M} \pi_m N(x(t), y(t) \mid \mu_m \Sigma_m).
\end{align*}
\]

3. Experimental results

3.1. The database used for experiments

To evaluate the performance of our proposal of speaker-normalized acoustic-to-articulatory mapping model, we conducted experimental evaluations using MOCHA database [11]. This database includes acoustic-articulatory parallel data of one male speaker and one female speaker. In the experiments, either of the two was used as model speaker and the other was an input speaker. Articulatory data are measured by an electromagnetic articulography, where its sensors are placed at lower incisor (LI), upper and lower lips (UL and LL), tongue tip (TT), tongue body (TB), tongue dorsum (TD) and velum (V) in the med-sagittal plane. The articulatory data of each point are two-dimensional data of horizontal (x-axis) and vertical (y-axis) directions. The parallel data were divided into 5 parts, where 4 parts were used for training and the other was used for testing.

3.2. Conditions

For the experiments, three kinds of features were extracted, which are related to acoustic and articulatory observation at time \(t\): 1) 0-24th MFCCs and their deltas, 2) the first 75 principal components obtained from PCA of 11 frames of MFCCs centering at time \(t\) [6], and 3) 28-dimensional data consisting of 14-dimensional articulatory parameters (2-dimensional data obtained from the 7 sensors) and their deltas. It should be noted that, by following [6], acoustic-to-articulatory conversion was implemented from 2) to 3), not from 1) to 3).

In the concatenation method, firstly, conversion of MFCCs of an input speaker to MFCCs of the model speaker was carried out. After applying PCA, acoustic-to-articulatory mapping was done. On the other hand in the unification method, joint vectors of PCA-based features of an input speaker, those of the model speaker, and articulatory parameters of the model speaker were formed to estimate their GMM, where some values are missing as explained in section 2.5. Then, the PCA-based features of the input speaker was converted directly to the articulatory parameters of the model speaker. For each conversion process, ML-based estimation using dynamic features was adopted. For time alignment between two sequences, we employed DTW.

For comparison, we built another acoustic-to-articulatory mapping model using MOCHA’s acoustic-articulatory parallel data of the model speaker. This model is called as reference model. We conducted mapping experiments in four conditions:

1. reference: the reference model is used, where both the input and output speakers are the model speaker.
2. baseline: the reference model is used again but the input speaker is different from the model (output) speaker.
3. concatenation: the speaker-normalized model based on concatenation is used, where the input speaker is different from the model (output) speaker.
4. unification: the speaker-normalized model based on unification is used, where the input speaker is different from the model (output) speaker.

Five-fold cross-validation tests were employed. For that, MOCHA database of two speakers was divided into several
parts and, as shown in Fig. 2, they were used well to realize cross-validation. The training data of both speakers was divided into 2 partitions. One was used as acoustic-acoustic parallel data between the two speakers and the other was as acoustic-articulatory parallel data within each speaker. As told in section 2.5, the acoustic-acoustic data should be in L1 of a learner and the acoustic-articulatory data should be in the target language of learning. In this paper, however, to assess our proposal only from a technical viewpoint, not from an educational one, the above condition was adopted, where acoustic-acoustic sentences and acoustic-articulatory sentences were in the same language but not overlapped. To assess our proposal from an educational viewpoint, we are developing another database using bilingual speakers.

Since both speakers have their articulatory observations in the database, the root-mean-square error (RMSE) of each of the seven positions from LI to V was calculated in the four conditions of reference, baseline, concatenation, and unification. Here, the estimated movements have the same temporal structure of input utterances. To cancel time alignment gaps, DTW was conducted again. The resulting RMSE values were averaged for both model speakers.

3.3. Results and discussion

Fig. 3 shows RMSE of each of all the seven articulatory parameters and their average for each condition. We can see that, when mapping is done in the condition of baseline, the mapping accuracy deteriorates especially in the case of tongue-related parameters such as TT, TB, and TD. The average of RMSE for those parameters is 3.77 mm. On the other hand, the averaged RMSEs of TT, TB, and TD in the conditions of concatenation and unification are 2.97 mm and 2.77 mm, respectively. It means that speaker dependency of baseline is alleviated by introducing speaker normalization. Further, the unification method is better than the concatenation method by 0.12 mm on average. This is considered to be because the concatenation method inevitably accumulates estimation errors.

Fig. 4 shows RMSE of each phoneme, where RMSE is averaged over all the articulatory parameters. We can see that, compared with the baseline condition, the unification method improves the mapping accuracy in all the cases. On the other hand, the concatenation method degrades the mapping accuracy in /k/ and /g/. To investigate the mapping accuracy in those two phonemes, we show their RMSEs of each parameter in Fig. 5. We can see that the mapping accuracy of the concatenation method is worse than that of baseline for TD-x and TD-y. On the other hand, the unification method improves the mapping accuracy even in those parameters. /k/ and /g/ are velar stop consonants, which are produced by having the back of the tongue touch the soft palate. When building a pronunciation assessment system, it is undesirable at all if the system has difficulty in assessing specific types of phonemes.

4. Conclusions

In this paper, we proposed a speaker-normalized acoustic-to-articulatory mapping model based on speaker conversion. To implement the model, two methods were proposed and tested: the concatenation method and the unification method. To evaluate mapping accuracy of our proposed model, we conducted acoustic-articulatory mapping experiments using MOCHA database. As a result, it was shown that our proposed model can alleviate speaker dependency of acoustic-to-articulatory mapping, and that the unification method can estimate articulatory movements better than the concatenation method. In this paper, the experiments were conducted on the condition that acoustic-acoustic parallel data and acoustic-articulatory parallel data were of the same language. For future work, to assess our proposal in a more realistic situation, we will conduct experiments using parallel data collected using different languages and bilingual speakers.
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