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1 Introduction 
The speech signal inevitably varies accord-

ing to non-linguistic acoustic factors, such as age, 

gender, microphone, background noise, and so on. 

These variations often degrade the performance 

of Automatic Speech Recognition (ASR). 

Recently, an invariant structure of speech 

was proposed, through which the speech is rep-

resented without effect of variations by these 

non-linguistic factors [1]. The invariant structure 

models spectral contrast between acoustic events 

(e.g. phonemes). This approach has been applied 

both in isolated word recognition [2][3], and 

N-best candidates reranking for continuous 

speech recognition [4][5]. It showed robustness 

and good performance on these tasks. 

It has been shown that phonetic con-

text-dependent models result in better perfor-

mance in ASR than phonetic context-independent 

models. However, in existing study, the invariant 

structures are merely extracted from phonetic 

context-independent condition. Therefore, the 

effect of using phonetic context in structural ap-

proach should be further studied. 

In this paper, the approach of extracting in-

variant structure in phonetic context-dependent 

conditions for continuous speech recognition is 

proposed. The task of continuous digits speech 

recognition task and large vocabulary continuous 

speech recognition (LVCSR) task are applied for 

testing the performance.  

2 Related works 

2.1 Invariant structure 

Voices of different speakers show different 

timbre because they have different vocal tract 

lengths and shapes. By using a mathematical 

model of voice mapping or transformation char-

acterizing variations of vocal tract length and 

shape, voice from one speaker can be converted 

into another speaker's. This fact indicates that if 

we can find any transform-invariant features, 

they will be robust features. 

A necessary and sufficient condition for a 

feature to be invariant is that the feature is repre-

sented by f-divergence. f-divergence between two 

 

Fig. 1 Invariant structure 

 

distributions is a family of divergences which are 

invariant to invertible differentiable transform. 

For example, the well-known Bhattaryya distance 

is a kind of f-divergences. Consider a feature 

space X and a pattern  . Suppose   has   

events        
 . Each is described as a distribution 

      in the feature space  . Assume there is an 

invertible transformation f :     , which 

transforms feature space   into a new feature 

space   . In this way,   events        
  in   

is mapped into    
     
  in   . Here, the 

f-divergence between events    and    

    ＜     is invariant to any arbitrary 

invertible transform f. Therefore, it is equal to the 

f-divergence between   
  and   

 . 

Fig. 1 shows two invariant structures. By 

calculating the f-divergences between each two 

events (phonemes) pair in a pattern, we can ob-

tain a structure. Each pattern is consist of 4 

events, so there are 6 edges in each structure. 

Since f-divergence (edge length) is invariant to 

any invertible transformation, the obtained struc-

ture is robust to acoustic condition variation 

which can be expressed by an invertible trans-

formation f to the feature space, such as speaker 

difference and microphone difference. 

 

2.2 Discriminative statistical edge model 

(SEM)  

In continuous speech recognition, by calcu-

lating the invariant structure, the phoneme 

alignment of an acoustic input can be mapped 

into a feature vector       . It is a function of 

acoustic input   and its candidate  .        is 

formed as the same way of          in the 
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Input: Training samples                     

Initialization:   
    

1: for t = 1 … T do 

2:     
      

  

3:   for i = 1 … I do 

4:     if   
                       

               
                       then 

5:         
    

                         

Output:      
        

Fig. 2 A variant of averaged perceptron algorithm 

 

discriminative reranking for LVCSR. Number of 

words found in candidate   can be a feature. For 

example, as in equation (1), the number of word 

"foo" or "bar" in candidate   can be applied in 

feature of         . One possible way of using 

the invariant structure for        is that using 

the classes of edges instead of the words in (1). 

         =  
                        
                        

 
   (1) 

Averaged perceptron algorithm is applied for 

discriminative modeling of the feature vector 

      . This model is named as discriminative 

SEM. Parameter   of the model is learned ac-

cording to       . It is interpreted as degree of 

importance to all classes in the feature. For a 

candidate  ,          is the structure score, 

and         is a scalar parameter, which is the 

log likelihood by a traditional ASR system. 

                 is the new score for can-

didate  . Fig. 2 shows the learning process of   

by averaged perceptron algorithm.    and    

shows the highest-WER candidates and the low-

est-WER candidates in N-best candidates of   , 
respectively.   is the number of training data. t is 

the number of iterative training.   is a parameter 

of learning rate. 

For the feature applied in large vocabulary 

continuous speech recognition (LVCSR) task, 

language model score is also added to the feature.  

 

2.3 Reranking framework 

Discriminative reranking has been applied in 

our previous study of leveraging the invariant 

structure in continuous speech recognition. The 

framework is shown in Fig.3. There are four steps 

in this process. First, acoustic input   is recog-

nized as N-best candidates set y by a baseline 

ASR system. Second, invariant structure features  

 

Fig. 3 Reranking frame work 

 

are calculated according to phone alignment of 

each candidate. Third, structure score is calculat-

ed according to the discriminative SEM. In the 

final step, these candidates are reranked accord-

ing to the new scores each of which is obtained 

by combining the structure score and the ASR 

score. The best candidate can be acquired as in 

equation (2). Through this approach, better per-

formance than baseline ASR system has been 

acquired. 

         
          

                        

3 Proposed approach 
Although pervious approaches resulted in 

performance improvement to the baseline ASR 

system, for calculating the invariant structure, 

edges between phonemes are labeled in a pho-

neme context-independent way. In the early study 

of traditional ASR approaches, it has already 

been proven that phonetic context dependent 

(triphone) condition resulted in better recognition 

performance [6]. Therefore, phonetic context 

condition should be introduced for the extraction 

of invariant structure.  

In this approach, triphone condition is ap-

plied for defining phoneme-to-phoneme edges for 

continuous speech recognition. The discrimina-

tive SEM in chapter 2.2 and the framework in 

chapter 2.3 remain to be applied. However, the 

acoustic events will be set as triphone alignment 

instead of monophone alignment. 

The problem in triphone condition is that it 

is not practical to apply all triphone classes be-

cause its number is too huge. The number will 

double in order while it turns to edge classes cor-

responding to phoneme pairs. This will result in 
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sparseness for training discriminative SEM. 

Therefore, the classes of triphone need to be 

clustered to a relatively optimum number to en-

sure both enough information of phonetic context 

and also an acceptable number of triphone clas-

ses. 

In this paper, supervised clustering of pho-

netic contexts is examined for both test tasks of 

continuous digits speech recognition and 

LVCSR. 

For the continuous digits task, since the 

cross-word context of digits is less likely to con-

tain important information, the cross-word 

triphone is not necessary. Also, since only 11 

words are used in this task, the variety of phonet-

ic context information is not large. Therefore, the 

triphone classes are clustered as intra-word 

triphone. 

For the LVCSR task, a rule-based tentative 

strategy of triphone classes clustering is proposed. 

First, cross-word triphone classes should be ap-

plied since the cross-word context is important 

information in LVCSR task. Second, for there is 

a trend that vowels are more likely to be affected 

by the phonetic context, the consonants and si-

lence are dealt as monophones, while leave only 

the vowels to be cross-word triphones. In order to 

further suppress the number of triphone classes, 

classes of the left or right phone in a triphone is 

clustered into three classes, silence, consonant 

and vowel. In this way, the classes of triphones 

are suppressed into an acceptable level. 

4 Experiment 

4.1 Experiment setup 

Experiments of Japanese continuous digits 

recognition and Japanese LVCSR are conducted 

with this approach. The experiment conditions 

are shown in Table 1 and Table 2. Traditional 

ASR recognition system [8] is used, which gen-

erates 10-best candidates for averaged perceptron 

learning and reranking.  

13 dimension PLP sequence is applied to 

form distributions of phonemes, and the second 

state of each phoneme is applied for calculation 

of edge lengths in invariant structure. The com-

mon variance is shared for all the phonemes.  

 

4.2 Results 

Word Error Rate (WER) is used to evaluate 

the proposed method in continuous digits task, 

and Fig. 4(a) and Fig. 4(b) show the results based 

on monophone and triphone condition respec-

tively. Character Error Rate (CER) is used for 
evaluation in LVCSR, and Fig. 5(a) and Fig. 5(b)  

Table 1 Experiment condition for Japanese con-

tinuous digits 

Experiment monophone triphone 

Utterances 
1 to 11 continuous Japa-

nese digits 

Training data for 

HMM 

27.5 hrs/667 spks/ 

17316 utters 

Training data of 

discriminative 

SEM 

27.5 hrs/667 spks/ 

17316 utters 

Test data 
1.5 hrs/100 spks/ 

7382 utters 

# of HMM states 500 

# of HMM 

Gaussians 
15000 

Language model 

Unigram that outputs 10 

digits (0 to 9) and the end 

of sentence symbol with 

equal probabilities 

# of phone classes 

(P) 
18 37 

# of phone pairs  171 703 

   

Table 2 Experiment condition for Japanese 

LVCSR 

Experiment monophone triphone 

Utterances Japanese Dictation task 

Training data for 

HMM 

352 hrs / 1325 spks / 

196475 utters 
Training data of 

discriminative 

SEM 

352 hrs / 1325 spks / 

196475 utters 

Test data 
1.5 hrs / 20 spks / 

600 utters 

# of HMM states 5000 

# of HMM 

Gaussians 
150000 

Language Model 

Word 3-gram estimated 

with modified Kneser-Ney 

smoothing [7] 

# of phone classes 

(P) 
57 92 

# of phone pairs  1653 4278 

 

show the results obtained on the two conditions. 

In this experiment, it is find out that, in the aver-

aged perceptron algorithm, the sequence of train-

ing data also affects the performance of the mod-

el to some extent. Therefore, in the training pro-

cess, training data are fixed and shared among the 

baseline approach and proposed approach.  

As in the figures, triphone conditions pro-

vide performance improvement.     is the  
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(a) monophone condition 

 

(b) intra-word triphone condition 

Fig. 4 Performance of WER on Japanese contin-

uous digits speech task  

 

learning rate in averaged perceptron. Since value 

of   affects performance of learned model, per-

formances to several values are tested. In Fig. 

4(b), the best performance appears at 4th iteration 

when        . There is 4.7% WER reduction 

than baseline approach. In Fig. 5(b), the best 

performance appears at 4th iteration when 

       . There is 1.2% CER reduction than 

baseline approach. 

5 Conclusion 
In our previous study, the invariant structure 

was defined as f-div.-based acoustic contrast be-

tween monophones. Here in this study, it was 

defined as contrasts between triphones. Perfor-

mance improvement is acquired both in continu-

ous digits speech recognition task and LVCSR 

task. This proves that phonetic context infor-

mation is able to improve effectiveness of invar-

iant structure feature. 

In LVCSR task, in order to suppress the kind 

of triphones used to define the invariant structure, 

triphone classes are tentatively clustered accord-

ing to a rule based strategy. However, it is not  

 

(a) monophone condition 

 

(b) rule-based triphone condition 

Fig. 5 Performance of CER on Japanese LVCSR 

task 

 

likely to be optimal. It is promising that better 

performance could be acquired if more sophisti-

cated clustering strategies are discussed. 
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