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1 Introduction
Assessment of pronunciation aims at evaluat-
ing the linguistic and para-linguistic aspects of
speech [1]. The acoustic features in speech are,
however, affected and changed easily by the
non-linguistic aspect of speech such as age and
gender. This fact makes the assessment task
harder. The current framework of acoustic mod-
eling of speech basically models speech sounds
with their non-linguistic features included. To
solve the problem, model adaptation or feature
normalization is often done but it does not always
give a good solution [2].

Recently, a novel model, speech structure, was

2 Data preparation

Based on the phone coverage and difficulty, 3
levels of materials were selected. The high level
contains 8 paragraphs from HSK test. HSK is the
People's Republic of China's only standardized
test of Modern Standard Chinese language profi-
ciency for non-native speakers. The middle level
materials contain 8 paragraphs from a middle
level textbook [9]. The low level materials con-
tain 60 sentences and 2 paragraphs, all of which
are from a beginning level textbook [10]. Table 1
shows the used materials in different levels, and
the number of sentences (S) and words (W).

Table 1 Materials in different levels

proposed, which works efficiently to discard the [ avyel Materials g W
non-linguistic features and only keeps the lin- High 8 paragraphs from HSK 69 2042
guistic and para-linguistic information [3]. Be- Middle 8 paragraphs from a middle 61 1771
sides, this structure model has been applied to level textbook [9]

Low 60 sentences and 2 para- 78 1139

speech recognition [4], speech synthesis [5],
pronunciation assessment [6], and dialect-based
speaker clustering [7].

In the structure-based pronunciation assess-
ment, however, the excessively high dimension
of a pronunciation structure often degrades the
performance. To reduce the dimension, selection
of the edges in a pronunciation structure was
examined [8] and multilayer regression analysis
was applied to give weights to the individual
edges of a pronunciation structure [2].

This paper introduces the structure-based pro-

nunciation assessment to Japanese learners of Reading Materials M F
Chinese for the first time. Here, prior phonetic ~ Advanced High and Middle 2 1
knowledge of the difference between Chinese and Middle Middle 3 1
Japanese is used for edge selection. Size norma- Beginping LOW. and Middle 2438 2 !

Native High and Middle 1 3

lization and frequency effects are also considered.
Results show that higher performance is obtained
than the original structure-based assessment.

graphs from a beginning
level textbook [10]

Students were grouped into 3 levels. Advanced
students read the high and middle level materials.
Middle students read only the middle materials.
Beginning students read the low materials and
paragraphs 2&S8 in the middle. Table 2 shows the
number of students in different levels for each
gender. We’re still continuing the recording and
this paper describes the experimental results ob-
tained so far using the data of Table 2.

Table 2 Students in different levels

In recording, transcripts of all the materials
were visually presented to students. Here, tone
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information was discarded. Figure 1 shows an
example of transcription.

e 2 BRI R

dao shi hou qing yi ding gen wo lian xi

daoshihouqingidinggenuolianxi |

Fig. 1 An example of transcription.
Finally, human assessment was done to be used
as reference to train an assessment machine. In
this research, 3 Chinese native speakers listened
to the utterances, and rated every Japanese stu-
dent based on his/her pronunciation.

3 Structure assessment

The process of obtaining a pronunciation
structure was described in detail in [2]. When two
sets of utterances of the same sentence set, one is
from a teacher and the other is from a student, are
represented as two phoneme-based structures
(distance matrices), the structure difference be-
tween them is calculated by (1) and used to as-
sess that student.

Tj

DS = 25 (S‘J+T”)2, ©

In (1), S and T are two distance matrices,
whose elements are calculated as root of Bhatta-
charyya distance (BD). BD is one kind of
f-divergence.

BD(p;,pz) = —In$/p;®)p,(X)dx, (2)

M is the total number of distributions, which
can be phonemes or states. In (1), all the edges in
a matrix are utilized to get an assessment score.
Figure 2 illustrates the entire process of the
structure-based pronunciation assessment.
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Fig. 2 Process of structure-based assessment
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4 Experiments and results

4.1 Structure-based analysis

Through the conditions described in Table 3,
speaker-dependent monophone HMMs
trained from all the Middle level materials. After

training the HMMs of each speaker, his/her pho-

WEre

neme-based pronunciation structure was calcu-
lated, in which a distance between two phonemes
was obtained as the average of three BDes be-
tween the corresponding three states.

Table 3 Conditions for acoustic analysis

Sampling 16bit/16kHz
Windows 25ms length and 10ms shift
Parameters MFCC (13dim.)
HMMs speaker-dependent
Topology 5 states and 3 distributions
Monophones 58 in total
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The human scores used in all the experiments
were obtained by averaging assessment scores of
3 native speakers. Except for the experiment
aimed at comparing results of using different
teachers, all the experiments used the average
structure over all the 4 native speakers as teacher
structure. Evaluation of the proposed methods
was done by investigating the correlation be-

tween human and machine assessments.

4.2 Edge selection based on phonetic dif-
ferences between Chinese and Japanese
In Chinese Pinyin, initials contain stops, nasals,
and so on. Finals contain single vowels, double
vowels and the combination of vowel and others.
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Fig. 3 All the phonemes of Chinese
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Compared with Japanese, some phonemes are
found only in Chinese (red circles in Figure 3).
These phonemes may cause special difficulty to
Japanese learners of Chinese. So, these kinds of
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phoneme pairs (edges) were selected for auto-
matic assessment.
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Fig. 4 Results of experiments

4.3 Results and Discussion

Figure 4 shows the correlations between hu-
man and machine assessments. In machine as-
sessment, several conditions were tested. “All
Distance” means that all the 58 phonemes were
used. “Single Vowels” only used single vowels.
“Single & Double Vowels” contained single and
double vowels. “Finals” and “Initials” used all
finals and all initials, respectively. “Selected
phone pairs” contained f-h, I-r, j-q, x-s, c-s, v-i,
ou-o, ie-ve, van-ian, er-e, un-vn, iii-1i, -1, 11i-it.

Table 4 Number of phone in different groups

Phonetic | All Single | Single & Finals |Initials | Selected
Grouping | Distance |Vowels |Double Vowels phone pairs
Number of 58 6 16 37 23 14

Phones

Table 4 shows the number of phonemes in the
six conditions. From Figure 4 and Table 4, we
can see that the correlations were not totally in-
fluenced by the number of phonemes used. Al-
though the Selected phone pairs only contain 14
phones, it works the best among all the methods
examined. It experimentally proves that the
phones existing only in Chinese are essential to
the assessment of foreign speakers.

4.4 Size normalization

The size of the pronunciation structure of a
student tends to be larger when he/she speaks
louder with larger articulation efforts. This varia-
tion should be canceled for assessment because it
is not related to pronunciation proficiency. For
this aim, size normalization is applied. Figure 5
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shows the correlation with/without size normali-
zation. It’s clear that through size normalization,
the correlation scores get improved.

u Without size Normalization With size Normalization

0.8808
0.8268

0.6806 0.6803

0.6207 0.6076 0-6296
0.557 0.5765
] | I |

Single Vowels Single & Double Selected High Frequency Low Frequency
Vowels Distance Phones Phones

0.6021

All Distance

Fig. 5 Results with and without normalization

4.5 Phonemes with different frequency

The number of occurrences heavily depends
on kinds of phonemes. The minimum frequency
was found to be 3 and the maximum was 172 in
the training set. It is expected that the HMMs
with a smaller number of training data will be
unreliable to be used for assessment.
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Fig. 6 Human-machine correlations as a function
of phoneme frequency

Figure 6 shows the results of assessment using
the phonemes with different frequencies. For
example, “>90” means that the phonemes which
were found more than 90 times were used for
assessment. “<50” means that the phonemes
which appeared less than 50 times were used. We
can see the correlations in the left side (high fre-
quency) are better than that in the right side (low
frequency). Each bin of Figure 6 has a different
number of phonemes. Then, we carried out other
experiments using the same number of phonemes
with different frequencies. Figure 7 shows the
results of using a fixed number of phonemes in
two cases, the most frequent phonemes and the
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least frequent ones. Here, “9 phonemes” means
that the most frequent 9 phonemes. Clearly
shown in the figure, phonemes with higher fre-
quencies work much better than those with lower
frequencies (almost twice in the correlation).
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Fig. 7 Results of using phonemes with different
frequencies

4.6 Structures of different teachers

In this experiment, we recorded 4 Chinese na-
tive speakers (1 male and 3 female speakers) as
teacher data. So, we conducted experiments using
the averaged teacher structure and four teacher
structures each corresponding to each Chinese.
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Fig. 8 Assessment with different teachers
The result shows that there is no big differ-
ence among 3 kinds of settings. Generally speak-
ing, the result proves that the structure model
works efficiently to discard speaker difference
and only keeps phonetic information.

5 Conclusion

This paper discussed utilizing structure mod-
els to assess pronunciation quality of non-native
speech at the phone level. From the results, it
was proved that not all edges in a structure matrix
are with the equal importance for assessment.
Based on the comparison between Chinese and
Japanese in their characteristics of phonetic level,
selected edges achieved the best correlation with

human scores. Size normalization was shown to
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be useful to improve assessment performance.
Furthermore, when doing assessment with dif-
ferent settings of teacher structures, the result
proves that the structure model works efficiently
to discard speaker difference and only keeps
phonetic information.
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