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1 Abstract 
This study focuses on speak adaptation tech-

niques for Computer-Assisted Language Learn-
ing (CALL). We first investigate the effects and 
problems of Maximum Likelihood Linear Re-
gression (MLLR) speaker adaptation when used 
in pronunciation evaluation. Automatic scoring 
and error detection experiments are conducted on 
two publicly available databases of Japanese 
learners' English pronunciation. As we expected, 
over-adaptation causes misjudge of pronunciation 
accuracy. Following the analysis, we propose a 
novel method, Regularized Maximum Likelihood 
Regression (Regularized-MLLR) adaptation, to 
solve the problem of adverse effects of MLLR 
adaption. This method uses a group of teachers' 
data to regularize learners' transformation matri-
ces so that erroneous pronunciations will not be 
transformed as correct ones. We implement this 
idea in two ways: one is using the average of the 
teachers' transformation matrices as a constraint 
to MLLR, and the other is using linear combina-
tions of the teachers' matrices to represent learn-
ers' transformations. Experimental results show 
that the proposed methods can better utilize 
MLLR adaptation and avoid over-adaptation. 

2 Regularized-MLLR Adaptation 
2.1 Definition of Regularized-MLLR 

In order to regularize MLLR transformation so 
that the erroneous pronunciation will not be 
“transformed” to good pronunciation, we use the 
transformation matrices calculated through a 
group of teachers’ speech data with conventional 
MLLR and use their linear combination to derive 
each specific learner’s transformation matrix. 
Since a learner’s transformation matrix is not es-
timated directly from his/her data, the resulting 
matrix is expected not to over-transform that 

learner’s data. 
  The standard auxiliary function for MLLR is 

defined as below to estimate the transform for 
each regression class r. 
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Here we obtain a set of transforms estimated 

from a group of teachers who are native speakers 
of General American English. Teachers’ trans-
forms are used to represent the transforms of 
ideal students and their combination is applied 
for others to avoid bad pronunciations being 
transformed into good pronunciations. 

Let },...,{ 1 NC
r

C
r WW denote a set of transfor-

mation matrices estimated from a group of N 
teachers, and we assume that each learner’s 
transformation matrix rW must be written as a 
linear combination of the teachers’ transforma-
tion matrices, 

∑=
n

C
rnr

nWW α
.                       (3) 

By calculating the optimal parame-
ters ),...,,( 21 Nααα , we can obtain the learner’s 
transformation matrix. 

We assume diagonal covariance matrices and 
the adaptation is only applied to the mean vector 
for each Gaussian component, 

rr mrm W ξμ =ˆ                         (4) 
where 

rmξ is the extended mean vector for the 

Gaussian component rm , 
T

dmr
]...1[ 21 μμμξ 　=                 (5) 

where d is the dimensionality of the data. Thus 
the parameters ),...,,( 21 Nααα can be estimated 
using the following objective function, 
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By calculating the derivative, 
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and changing ,,...,2,1 Nn =  we have N linear 
equations on }{ nα . For simplicity, if we set  

r

n

r m
C

rnm W ξξ =′ ,                              
(8) 
then the linear equations become, 

0))(()( ,,
1

1

1
=′′−∑ ∑∑∑

=

−

=

T
nm

n
nmn

T

t
mm

M

m
rrrr

r

r

totL ξξα
(9) 

                                                                               
By solving these linear equations, we obtain 

the optimal }{ nα . Then we can use equation (3) 

to calculate the target learner’s transformation 
matrix. 

3 Experiments 
We compared the effects of MLLR and Regu-

larized-MLLR adaptations on pronunciation 
evaluation based on HMM acoustic models in 
two ways: automatic scoring and error detection. 
3.1 Automatic Scoring 

The confidence-based pronunciation assess-
ment, which is defined as the Goodness of Pro-
nunciation (GOP), is often used for assessing 
speakers’ articulation and shows good results [1].  

We use ERJ corpus to measure GOP score with 
MLLR and Regularized-MLLR adaptation. 42 
learners with higher agreement among raters and 
a variety of proficiency were selected. The aver-
age phoneme GOP score over 30 sentences read 
by each learner is calculated as automatic score 
for that learner. 60 sentence utterances were used 
as adaptation data. For Regularized-MLLR adap-
tation, 20 teachers’ speech data were used to es-
timate transformation matrices. The result is 
shown in Fig.1. 
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Fig. 1 Correlations between GOP scores and 

manual scores 
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Fig. 2 Recall comparison between MLLR and 
Regularized-MLLR at the precision level of 70% 

 
3.2 Error detection 
We used the utterances of 4 speakers (2 males 
and 2 females) with many typical errors of Japa-
nese learners from Basic English Words Read by 
Japanese corpus or error detection based on GOP 
threshold. The result is shown in Fig.2. 
 

4 Conclusion 
R-MLLR not only out-performed MLLR but 

also prevent over-adaptation problem. 
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