Structural analysis of Chinese dialects and its experimental application to pronunciation assessment
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Abstract The current situation of Chinese dialects is very complicated, not only because there are hundred kinds of dialects, sub-dialects and sub-sub-dialects, but also because many dialect speakers are speaking Mandarin with different regional accents affected by their dialects. If dialect utterances are represented acoustically, their acoustic features depend both on dialectal linguistic features and extra-linguistic features such as the age, gender, microphone, etc. Then, the automatic pronunciation assessment of Chinese dialects becomes a challenging task. In this paper, we propose to analyze the dialect pronunciation by the structural representation, which was originally used to remove extra-linguistic information from speech. After collecting the utterances of some selected Chinese written characters, the pronunciation structures are built for dialect speakers and their pronunciations are compared by the distances among the structures. Then with the dialect utterances of 16 native dialect speakers, some experiments are carried out to analyze their pronunciations using the structures and linguistically-reasonable results are obtained. At last, by comparing the pronunciation structures of dialect speakers with those of two standard Mandarin speakers, the pronunciation similarity orders of the characters are obtained. Through these experiments, our approach is proved again that it works well in extracting the linguistic features from dialect utterances and shows high independence of the extra-linguistic features.
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1. Introduction

In modern speech processing technologies, segmental features of speech are usually represented acoustically by spectrum, which contains not only linguistic information but also extra-linguistic information corresponding to age, gender,
speaker, microphone and so on. But in the case of pronunciation assessment of dialect speakers, we should only focus on the acoustic features which are relevant to dialectal information and irrelevant to extra-linguistic information. It is because the acoustic differences between two utterances of the same linguistic content spoken by a very tall adult and a very short child are sometimes larger than the acoustic differences between a Mandarin utterance of an adult and its dialectal version of that adult. For this problem, in automatic dialect speech recognition systems, speaker-independent acoustic models are often built for each dialect by collecting utterances from thousands of different speakers of that dialect but speaker adaptation or normalization techniques are still required. Nevertheless, this approach cannot be accepted in pronunciation assessment of dialect speakers. Strictly speaking, speakers of the same dialect are often speakers of different sub-dialects and their acoustic features relevant only to dialectal information are needed and, For these reasons, dialect pronunciation assessment cannot be attained by training individual dialect models with utterances from many speakers.

In our previous study, in order to capture the purely linguistic information and remove the variations caused by extra-linguistic features, a structural representation of speech was proposed [1], [2]. After modeling the speech variations caused by extra-linguistic factors mathematically, this speech structure is calculated by extracting speaker-invariant speech contrasts or dynamics and shows high speaker independence. Currently, this speech structure was already applied to speaker independent ASR system [3], [4]. Structure-based ASR showed much higher performance than widely used methods especially in mismatched conditions, although it was realized only with a small number of speakers and without explicit speaker adaptation or normalization. Further, the structure was also applied for helping Japanese learning English [5], speech synthesis [6], dialect-based speaker classification [7] with satisfactory results obtained.

In this paper, the speech structure is applied to pronunciation assessment of different dialect speakers of Chinese. As this structure can extract the acoustic features relevant only to dialectal differences and is invariant with extra-linguistic factors, pronunciation of different dialect speakers can be assessed purely on their linguistic features. At the beginning, some fundamental knowledge about Chinese dialects and the current complicated situations are described in Section 2. Then in Section 3, how to model the extra-linguistic features and build the dialectal speech structures is presented. In Section 4, building the comparable structures among different dialects is shown according to linguistic studies. In Section 5, with the dialect speech of 16 speakers from 5 dialect regions, experiments of structural assessment of their pronunciation are carried out and discussed. Further, the estimation of the vowel similarity between pronunciation of dialects and that of Mandarin is investigated. All the results show high validity and accordance to linguistic studies. At last, the paper is concluded in Section 6.

2. Fundamentals of Chinese dialects

In China, there are hundred kinds of dialects. Although they can be classified into different groups according to different criterions, it is widely accepted by Chinese traditional dialectology that they can be grouped into 7 big dialect regions (GuanHua, Wu, Xiang, Gan, Kejia, Yue, Min) [8]. Further, most of these dialect regions can be further grouped into many different sub-dialects and sub-sub-dialects. For example, the dialects of GuanHua (also called Mandarin) dialect region can be grouped into 8 sub-dialects and many sub-sub-dialects [9]. In fact, all the dialects and sub-dialects have been developed from Old Chinese and Middle Chinese, and they have inherited a lot of common features. They are sharing the same written characters, similar sound systems, the same phonological structure and similar phonetic features, etc. For instance, every Chinese character is pronounced as mono-syllable with the same structure: a combination of an initial at the beginning, a final at the end and a tone. However, there are still many differences among these dialects grammatically, lexically, phonologically and phonetically in varying degrees and peoples from different dialect regions sometimes have difficulty in oral communication. Especially, the dialects of different big dialect regions are always regarded as different languages just like French and Italian.

Since 1956, standard Mandarin has been popularized all over the country as the official language. Then, many dialect speakers began to learn Mandarin just like learning a second language. However, affected by their native dialects, many of them speak Mandarin with some regional accents in different degrees. Sometimes, one can guess their native dialects easily by hearing their accented Mandarin if he/she has some knowledge of these dialects. On the other hand, as standard Mandarin becomes more and more popular and many people of different dialect regions are moving all over the country, some dialects are affected and losing some of their own dialectal features. However, these dialects, especially the major dialects, are still widely used and will continue to be used in the future.

In brief, the current situation of Chinese dialects is very complicated and it is really a challenge to assess the pronunciation of dialect speakers using a computer automatically. It is not only because the linguistic features of dialectal pro-
nunciations are always affected by extra-linguistic features acoustically, but also because every speaker has his/her own dialect. Strictly speaking, the pronunciations of two speakers of the same dialect show somewhat different linguistic features. So in order to assess the pronunciation of different speakers, it is necessary to focus on the dialectal features of every speaker that are invariant with extra-linguistic factors.

3. Pronunciation structure of dialects

3.1 Modeling the extra-linguistic features

When speech is represented acoustically by spectrum, the inevitable extra-linguistic factors can be classified as either of two kinds of distortions according to their spectral behaviors: convolutional and linear transformational distortions. Convolutional distortions are caused by extra-linguistic factors such as different recording microphones and vocal tract length differences are the typical reason of linear transformational distortions[10]. If a speech event is represented by cepstrum vector \( c \), the convolutional distortion is represented as addition of another vector \( b \) and changes \( c \) into \( c' = c + b \). Meanwhile, the linear transformational distortion is modeled as frequency warping of the log spectrum and changes \( c \) into \( c' = Ac \). So the total spectral distortions caused by inevitable extra-linguistic features can be modeled by \( c' = Ac + b \), known as affine transformation. The distortion is schematized by Fig. 1. The horizontal and vertical distortions correspond to the distortions due to matrix \( A \) and vector \( b \), respectively.

3.2 Speaker-invariant structural representation

As the acoustic features caused by extra-linguistic factors can be modeled as affine transformations, we can use affine-invariant features to obtain speech features invariant to extra-linguistic variations. In fact, every speech event can be captured as a distribution and event-to-event distances are calculated as Bhattacharyya Distance (BD).

\[
BD(p_1, p_2) = -\ln \int \sqrt{p_1(c)p_2(c)} dc, \quad (1)
\]

Then a distance matrix can be obtained by calculating BDs between any pair of speech events. Since BD is invariant with affine transformation, the built structure is invariant to extra-linguistic factors. Fig.2 shows an example of the invariant underlying structure among three sets of speech events. Although these sets of events look very different to each other in the Figure, any set of them is obtained as affine transform of either of the other two sets and their BD-based distance matrices are identical. Because a distance matrix can represent uniquely its geometrical shape composed of all the speech events, we call this matrix a pronunciation structure of these speech events. Then with the utterances of dialect speakers, we can build structural representations of dialect pronunciation which are sensitive to dialectal features but invariant to extra-linguistic factors. In other words, if the structures are built separately from two speakers of the same dialect, structural difference between them is small. If they are built from two speakers of different dialects, the difference will be large but it is independent of age and gender.

4. Comparable pronunciation structures

In order to assess the pronunciation of different dialect speakers using structural representation, comparable dialect structures have to be built using their dialectal utterances of the same set of some linguistic units. Considering that there are many grammatical and lexical differences among Chinese dialects, syllable or smaller phonological units can be a good choice. However, although all Chinese dialects are sharing the same phonological structures, the inventory of these phonological units changes from dialect to dialect. As all the Chinese dialects are sharing the same written characters and every character is pronounced as a mono-syllable, the utterances of syllable units (characters) become the best choice and dialect pronunciation structures for the individual dialects can be calculated using the utterances of whole syllables or only their final parts. If we can select a set of characters covering the most of the phonological units in the dialects, comparable structures can be built.

In these years, many Chinese linguists are studying Chinese dialects and some of them are focusing on the phonological features and the relationships among the dialects. By checking the historical changes in the pronunciation of some written characters and their current pronunciation in different dialects, the phonological differences among dialects can
be compared. For example, in [11], the historical pronunciations and modern dialectal pronunciations of the commonly used written characters are all listed. Then based on these studies, some specific lists of written characters are often adopted by linguists to check the features of corresponding initials, finals and tones in different dialects [12] [13]. In [13], which is written by linguists in the Institute of Linguistics of Chinese Academy of Social Sciences, three different lists of written characters are shown for checking the dialectal features of tones, initials and finals, separately. Then using these data, the pronunciation of these speakers can be adopted. Then with the pronunciation structures built for every speaker, the characters which are easily mispronounced can be discarded as their pronunciations were different obviously to the speakers from the same sub-dialect region.

The subjects are 16 speakers from 11 cities belonging to 5 big dialect regions. They are all undergraduate students of Nankai University and have no background of other languages before entering the university in Tianjin. They were selected after their language backgrounds were checked to ensure they were brought up in the same dialect regions and their parents are also the native speakers of that dialect. More information such as the hometown, the sub-dialect region, gender of these speakers can be found in Table 1, where every speaker is given an ID number which is used in the following experiments.

All the recordings were carried out in quiet rooms with a supervisor, so the data are all expected to be clean. Before the recording, the dialectal pronunciations of all the reading characters were checked by every speaker. Then the recording was carried out with a 48KHz linear PCM recorder of Sony PCM-D1. Every speaker was asked to read the selected characters in their native dialects three times. Then all the data were labeled phonetically and manually by linguistic students. During this step, the utterances of some languages before entering the university in Tianjin. They were selected after their language backgrounds were checked to ensure they were brought up in the same dialect regions and their parents are also the native speakers of that dialect. More information such as the hometown, the sub-dialect region, gender of these speakers can be found in Table 1, where every speaker is given an ID number which is used in the following experiments.

5. Analysis of dialect pronunciations

5.1 Speech material of dialects

In order to assess the pronunciation of speakers from different dialect regions, the written characters covering the differences among these dialects should be selected to build the pronunciation structure for every speaker. Here, a list of written characters in [13], which is used for checking the dialectal finals by linguists, is adopted as the reading materials for dialect speakers.
the minimum sum can be approximately calculated as Euclidean distance between two distance matrices. Following is the detailed computing formula:

\[ D_1(A, B) = \sqrt{\frac{1}{M} \sum_{i<j} (A_{ij} - B_{ij})^2}, \]  

where \( A_{ij} \) and \( B_{ij} \) mean the \((i,j)\) element of matrices \( A \) and \( B \), respectively. \( M \) means the number of the syllables.

After the pronunciation structures of dialect speakers are built using their dialectal utterances, their pronunciation can be assessed by the distances \( D_1 \) among the speakers. Then the result can be shown by a clustering tree built with these distances. It is supposed that the pronunciation of the speakers from the same dialect or sub-dialect regions, i.e. similar dialect pronunciation structures, will be clustered near to each other in the result. Here, we adopted Ward’s bottom-up clustering method and the obtained result is shown by Fig. 4, where the pronunciation structure of every speaker is represented by the speaker ID in Table 1 and different colors show different dialect regions.

In this figure, we can see that the speakers from the same dialect regions are all clustered together. Further, the speakers from the same cities and sub-dialect regions are also clustered near to each other. For example, in the case of speaker 01 and 02 or speakers 13 and 14, who are from the same cities and supposed to have very similar dialect pronunciation, their structures are exactly clustered near to each other in the result. Besides, we can also find that the pronunciation structures of speakers from Hakka, Gan and Xiang are clustered into a big sub-tree while the speakers from Yue and Min are clustered into another big sub-tree. One reason is that speakers 01 and 02 are from a sub-dialect of Hakka which is located at the middle of Gan dialect region and the speakers from Xiang dialect region are also near to Gan dialect region geographically [14]. Meanwhile, it is claimed by some linguists that these three dialects are very near to each other genetically, geographically, phonologically and are more similar to each other than Yue and Min dialects [9].

5.3 Estimation of vowel similarity to Mandarin

The above result is obtained by comparing the whole pronunciation structures of different speakers and this procedure can be decomposed into the comparison of individual vowels:

\[ d(A, B, v) = \sum_v |A_{vi} - B_{vi}|, \]  

where \( A \) and \( B \) mean the matrices of two compared pronunciation structures, \( v \) means the vowel to be compared. If we take \( A \) as the pronunciation structure of a dialect speaker and \( B \) as the pronunciation structure of a standard Mandarin speaker, the vowel of the largest pronunciation structures of different speakers and this procedure is more similar to each other than Yue and Min dialects [9].

by some linguists that these three dialects are very near to the dialect region geographically [14]. Meanwhile, it is claimed that the speakers from Xiang dialect region are also near to Gan dialect region and the speakers from Hakka, Gan and Xiang are clustered near to each other. For example, in the case of speaker 01 and 02 are from a sub-dialect of Hakka and Min are clustered into another big sub-tree. One reason is that speakers 01 and 02 are from the same cities and supposed to have very similar dialect pronunciation, their structures are exactly clustered near to each other in the result. Besides, we can also find that the pronunciation structures of speakers from Hakka, Gan and Xiang are clustered into a big sub-tree while the speakers from Yue and Min are clustered into another big sub-tree. One reason is that speakers 01 and 02 are from a sub-dialect of Hakka which is located at the middle of Gan dialect region and the speakers from Xiang dialect region are also near to Gan dialect region geographically [14]. Meanwhile, it is claimed by some linguists that these three dialects are very near to each other genetically, geographically, phonologically and are more similar to each other than Yue and Min dialects [9].

5.3 Estimation of vowel similarity to Mandarin

The above result is obtained by comparing the whole pronunciation structures of different speakers and this procedure can be decomposed into the comparison of individual vowels:

\[ d(A, B, v) = \sum_v |A_{vi} - B_{vi}|, \]  

where \( A \) and \( B \) mean the matrices of two compared pronunciation structures, \( v \) means the vowel to be compared. If we take \( A \) as the pronunciation structure of a dialect speaker and \( B \) as the pronunciation structure of a standard Mandarin speaker, the vowel of the largest pronunciation of this vowel is most dissimilar to the Mandarin pronunciation of speaker B. And the vowels with high values of \( d \) also mean that more attention should be paid to the vowels when the dialect speaker is learning Mandarin.

For this experiment, two standard Mandarin speakers, one male and one female, joined our recording. Using their utterances of the selected characters in Table 2, their pronunciation structures were built by the same approach. Then by checking each vowel using \( d(A,B,v) \), the vowel similarity orders between this dialect speaker and a Mandarin speaker can be obtained. Here, in order to testify this approach, especially as to its independence of extra-linguistic features, Min speakers 13 and 14 (13 is a female and 14 is a male) are selected and the final parts of their utterances are used to calculate the similarity orders to the pronunciation of two Mandarin speakers. The results are shown by Fig. 5 while the X-axis means the characters and the Y-axis represents d of them. From left to right on the X-axis, d is reducing, it means the dissimilarity of dialect pronunciation to Mandarin are reducing. In Fig. 5, figure (a) shows the dissimilarity order of finals between Min speaker 13 and the female Mandarin speaker, figure (b) shows the dissimilarity to the male Mandarin speaker. Figure (c) shows the dissimilarity order between Min speaker 14 and the female Mandarin speaker, while figure (d) shows the dissimilarity to the male Mandarin speaker. Then by these figures, it can be found that the dissimilarity orders between the two Min speakers and the two Mandarin speakers are very similar. Take the six red characters /辣, 林, 耳, 桂, 資, 知/ as examples, they are all located at the left edge of all the results. It means that the Min and Mandarin pronunciation of these characters are extremely different and the results also show high invariance.
6. Conclusions

In this paper, we proposed to apply a structural representation of Chinese dialects to pronunciation assessment. Using the utterances of different dialect speakers, the comparable dialect pronunciation is built for every speaker by extracting the purely linguistic features and canceling the variations caused by extra-linguistic features. Then with the utterances of 16 dialect speakers, some experiments are carried out to analyze their pronunciation by building the pronunciation structures and calculating the distances among them. After that, experiments of comparing the dialect pronunciation of individual utterances to standard Mandarin are done and the dissimilarity orders in their pronunciations are obtained. All the results show that our approach works well at assessing the pronunciation of dialect speakers linguistically and is highly independent of extra-linguistic variations caused by speaker variability. Therefore, this approach can be further applied to the pronunciation assessment of any speakers, no matter what kind of Chinese they are speaking.
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