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Abstract 
 

Most of the speech synthesizers have been devel-

oped as text (phoneme sequence) to speech converters 

and, in this framework, text input is a precondition for 

speech production. However, we can say that no child 

acquires spoken language by reading a given text out. 

Children are explained to acquire spoken language by 

imitating the utterances of their parents but they never 

imitate the voices of their parents. Developmental psy-

chology claims that they extract a holistic and speaker-

invariant sound pattern embedded in a given utterance, 

called word Gestalt, and realize the pattern acoustical-

ly using their short vocal tubes. In our previous studies, 

we mathematically defined this holistic and speaker-

invariant pattern and used it for ASR [1,2,3,4]. Here, 

we experimentally implement its inverse process, i.e. 

Gestalt-to-utterance conversion, on a computer. 

 

1. Introduction 
 

Vocal imitation is found only in a very few kinds of 

animals. No other primates than humans perform vocal 

imitation [5]. This performance can be found in some 

species of birds and whales, but their imitation is basi-

cally the imitation of sounds [6]. For example, myna 

birds imitate many sounds such as cars, doors, dogs, 

cats as well as human voices. Hearing an adept myna 

bird say something, one can guess its owner [7]. Hear-

ing the voices of an infant, however, it is impossible to 

guess its parents. This fact indicates that human vocal 

imitation is performed beyond scaling. Developmental 

psychology explains that children extract a holistic and 

speaker-invariant sound pattern embedded in a given 

utterance, called word Gestalt, and realize the pattern 

acoustically with their very short vocal tubes [8,9,10]. 

Word Gestalt can be considered to be a speech rep-

resentation where the actual size of the vocal tract of a 

speaker is canceled. It is drawn conceptually in Fig. 1. 

We already defined word Gestalt mathematically and 

used it for ASR, where speaker-independent speech 

recognition was implemented only with several train-

ing speakers. Here in this study, Gestalt-to-utterance 

conversion is studied and implemented on a computer. 

 

 

 

 

Figure 1: Utterance – vocal tract size = Gestalt 

 

2. Acoustic definition of the Gestalt 
 

2.1. Speaker-invariant speech pattern 
 

In speaker conversion studies, it is often assumed 

that speaker difference is well modeled as space map-

ping, shown in Fig. 2. We already found that mapping-

invariant features can be extracted from a speech 

stream if the mapping is invertible and differentiable 

everywhere. Fig. 3 shows a procedure of extracting a 

speaker-invariant and holistic sound pattern embedded 

in a given utterance. A cepstrum trajectory is converted 

into a sequence of distributions by merging acousti-

cally similar frames. Then, the Bhattacharyya distances 

(BD) between any pair of distributions is calculated to 

form a BD-based distance matrix. Since a distance 

matrix can determine a unique shape of geometrical 

structure, the above BD-based matrix also has its own 

shape. BD is an invariant measure with any kind of 

invertible mapping including non-linear mappings. The 

BD-based structure can be robustly speaker-invariant. 

Using this structural representation only, which has 

no absolute speech features, we showed that remarka-

bly robust speech recognition is possible [1,2,3,4]. 

 

 
 

 

 

 

Figure 2: Mapping between space A and space B 

 

 

 

 

 

 

Figure 3: Speaker-invariant and holistic structure 
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2.2. Experimental verification of the invariance 
 

[4] verified the invariance experimentally and showed 

the super robustness of the proposed framework for 

ASR. The task was recognizing isolated words and the 

words were defined as sequences of 5 Japanese vowels 

such as /aeoui/. It is well-known that vowel sounds are 

much more dependent on speakers than consonant 

sounds. Since Japanese has only 5 vowels, the vocabu-

lary size was 120. Utterances of 4 male and 4 female 

adult speakers were used to train two recognizers, one 

was with word-HMMs and the other was with struc-

tures. The difference between the two kinds of acoustic 

models is what was modeled acoustically. The former 

modeled speech substances statistically and the latter 

modeled speech contrasts statistically. Another set of 

utterances of other 4 male and 4 female speakers were 

used as testing data. The performance of the two rec-

ognizers is shown in Tab. 1. In addition to the original 

test utterances of the 8 adult test speakers, we used the 

utterances obtained by applying spectrum warping to 

the original ones. By warping, we can simulate the 

utterances of boys and girls. In the table, the average 

body height (ft) is shown. It should be noted that no 

adaptation technique was used in the two recognizers. 

The table clearly shows the invariance of structures 

and the super-robustness of structure-based ASR. 

 
Table 1: Comparison between HMMs and structures 

 

 

 

Chance level = 1/120 = 0.86 % 
 

3. Structure to speech conversion 
 

3.1. A basic concept 
 

An utterance is converted into its structure, which is 

a holistic and speaker-invariant representation of the 

utterance. If we want to convert the structure back to 

sounds again, we have to specify the size of the vocal 

tract based on who will realize this structure in an ac-

tual sound (voice) space. This process is visualized 

conceptually in Fig. 4. Given a structure, dynamic mo-

tions of articulatory organs may be able to be generated. 

In this study, however, this process is not implemented 

as it is due to difficulty of constructing an articulatory 

acoustic interface. This paper aims at realizing a struc-

ture in an actual sound space without that interface. 

However, it is true that, only with a structure, this 

process is impossible to execute because a structure 

contains no information at all on where in the sound 

space each event (distribution) of a BD-based matrix 

should be realized. Here, we introduce acoustic in-

stances of a few events of the matrix as initial condi-

tions. Then, using an entire matrix as constraint condi-

tions, the remaining events are realized acoustically. 

 

 

 

 

 
Figure 4: Structure + vocal tract size = utterance 

 

     This process is explained in Fig. 5. Suppose that 

four events are already realized in a voice space. The 

next event is searched for in this space by considering 

structural constraints among the new event and the four 

already realized events.  In the case of children’s vocal 

imitation, the structural constraints are given from their 

parents. About the initial conditions, children may use 

some speech sounds that they already produced in vo-

cal communication with their parents. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5: Search for the next under structural constraints 

 

 

3.2. Space search for the new target 
 

    How do we solve this searching problem? When the 

two distributions are Gaussian, i.e.      

and                                  , BD is formulated as follows, 

 

 

 

 

 

where                  . In this case, BD is invariant to any 

kind of common transform. Now, let us consider an n-

dimensional cepstrum space. Suppose that      ,      , and 

      are already determined speech features and that we 

have to locate     in the cepstrum space using the above 

equation as structural constraint. In this case, the locus 

of     is found to draw a hyper-ellipsoid, ellipsis in an 
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n-dimensional space. From this fact, we take the fol-

lowing procedure to solve the search problem. 

1. From the distance matrix, equations of the hyper-

ellipsoid are obtained. 

2. Vectors of the initial conditions are substituted in 

the equations obtained in 1. 

3. The locus of the target event vector    is drawn by 

the equations obtained in 2. 

4. The intersection of the loci drawn in 3 is obtained 

and this intersection will give us a solution. 

Here, we give an example of a two-dimensional case. 

Speech events                      and                   are pre-

pared for initial conditions, where covariance matrices 

of A and B are supposed to be diagonal. Speech event   

                      is the target, where V is also diagonal. 

When BD between A and C is referred to as BDa and 

BD between B and C is as BDb, the structural con-

straint is translated into a simultaneous equation as 

 

 

 

 

 

 

where indices   and    correspond to each dimension 

and    represents the second term in the definition of 

BD. In a two-dimensional case, solution of the above 

equation geometrically corresponds to calculation of 

the intersection of two ellipses. Generally speaking, the 

number of intersections of two ellipses is more than 

one. Hence, to determine only one intersection for the 

target speech event, at least one more event is needed 

as initial condition. By expanding this discussion to an 

n-dimensional space, we can say that we need at least 

n+1 events as initial condition. Fig 6. shows an exam-

ple in a two-dimensional space. The target event is 

obtained as intersections of three ellipses, the origins 

of which are speech events given as initial conditions. 

 

 

 

 

 

 

 

 

 

 
Figure 6: Solution of the search problem. In this figure, the 

intersection of three ellipses becomes the solution. 

 

4. Experiments 
 

4.1. Experimental conditions 
 

For initial assessment of the proposed framework, 

experiments using /aiueo/ utterances were carried out. 

We used speech samples from 3 speakers (M1 and M2 

as male and F1 as female). An utterance of M2 was 

used to extract the word Gestalt, corresponding to the 

structural constraints considered when searching for 

targets. For converting a spectrum sequence to a cep-

strum sequence, STRAIGHT analysis [11] was adopt-

ed and a sequence of 40 dimensional vectors was ob-

tained. For converting a cepstrum sequence to a dis-

tribution sequence, MAP-based HMM parameter esti-

mation was adopted since all the distributions had to be 

estimated from a single utterance. Then, an utterance 

was converted into a sequence of 25 diagonal Gaus-

sians. In addition, parameter division proposed in [3] 

was carried out and a structure was extracted from each 

dimension (From a single speech stream, 40 multiple 

sub-streams were obtained). It means that the searching 

problem was dealt with in each dimension. 

    A part of the other two utterances from M1 and F1 

were used as initial conditions. After extracting pro-

sodic features from these utterances with STRAIGHT, 

the utterances were converted into sequences of 25 

diagonal Gaussians. After that, 5 mean vectors (3rd, 

8th, 13th, 18th, and 23rd ones in the 25 Gaussians) 

were extracted and used as initial conditions. In this 

experiment, all the covariance matrices of M1 and F1 

were also used as initial conditions. With these initial 

conditions of M1 and F1 and the structural constraints 

from M2, the remaining mean vectors were treated as 

targets and they were searched for. Using the prosodic 

features extracted above and a sequence of the estimat-

ed distributions, utterances of M1 and F1 were synthe-

sized acoustically. When we compare this experiment 

and infants' vocal imitation, M2 is a father and M1 and 

F1 are a boy and a girl, who try to extract the word 

Gestalt in their father's utterance and reproduce it 

acoustically using their short vocal tubes. 

 

4.2. Results and discussions 
 

    Fig. 7. shows (a) the spectrogram of a resynthesized 

utterance of M2 (father), (b) that of a resynthesized 

utterance of F1 (girl), and (c) that of a synthesized ut-

terance with the girl's initial conditions (the girl's imi-

tation through the father's Gestalt). In (c), the spectrum 

slices in five square boxes were given as initial condi-

tions. Although a listening test was not done yet, when 

we compare (c) with (a) and (b) visually, we can find 

that the spectrogram of (c) is closer to that of (b). This 

means that speaker individuality is well realized in (c). 

This was verified through listening. We listened to 

three /aiueo/ utterances in Fig. 7. We can say that it is 

very easy to recognize that (c) is generated by F1 and 

that its linguistic content is /aiueo/. We stored these 

Solution
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(a): resynthesized speech of M2 

 

 

 

 

 

 

 

 

 

 

 

 

three utterances in the conference CD-ROM; (a) ge-

stalt.wav, (b) initial.wav, and (c) proposed.wav. We 

believe that readers accept our judgment. Although this 

experiment is very small and preliminary, we can say 

that structure-to-speech conversion certainly works. 

    This paper has tried to implement the process of 

infants' vocal imitation on machines. Infants never imi-

tate the voices but extract the word Gestalt and repro-

duce it acoustically with their vocal tubes. As de-

scribed in Section 1, it is known that the vocal imita-

tion done by animals is the imitation of sounds. It is 

only humans that do not imitate the sounds. Our imita-

tion is beyond scaling. As far as we know, all the 

speech synthesizers developed so far imitate the sounds 

(voices). It is true that, hearing a good speech synthe-

sizer say something, one can guess its training speaker. 

This resembles animal-like imitation well. We can say 

that our synthesizer is the only one that performs in-

fant-like imitation. 

 

5. Conclusions 
 

We have proposed a new framework of speech genera-

tion based on the structural representation of speech. 

The proposed framework extracts the word Gestalt 

from an input utterance and reproduce it acoustically 

with some initial conditions given. This framework can 

simulate infants' vocal imitation and learning. As a 

future work, we're planning to integrate the prosodic 

aspect into the framework and to examine whether this 

framework can generate speech sounds of a variety of 

speaker individuality. 

 

 

 

 

 

 

 

 

 

(b): resynthesized speech of F1 
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(c): synthesized speech with M2’s structure and F1’s initial conditions 

 

Figure 7: Spectrograms of resynthesized speech (a and b) and synthesized speech (c) 

(a) M2 (father), (b) F1 (girl), and (c) M2’s structure + F1’s initial conditions 
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