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Abstract

In Japanese, every content word has its own H/L pitch pattern
when it is uttered isolatedly, called accent type. In a TTS sys-
tem, this lexical information is usually stored in a dictionary
and it is referred to for prosody generation. When converting a
written sentence to speech, however, this lexical H/L pattern is
often changed according to the context, known as word accent
sandhi. This accent change is troublesome for speech synthe-
sis researchers because it is difficult even for native speakers to
describe explicitly what kind of mechanism is working for the
change although young Japanese learn the mechanism without
trouble. For developing a good Japanese TTS system, this im-
plicit and phonological knowledge has to be built in the system.
In our previous study [1], we developed a rule-based module for
the accent sandhi but it is true that it produced an unignorable
number of errors. In this paper, the development of a corpus-
based module is described using Conditional Random Fields
(CRFs) to predict the change. Although the new module shows
the better performance for the prediction than the previous rule-
based module, the new module is tuned further by integrating
the rule-based knowledge acquired in the previous study.

1. Introduction

Several functions, such as text analysis, grapheme to phoneme
conversion, and speech waveform generation, need to be de-
veloped to realize a TTS conversion system. Among them, the
generation of prosodic features from an input text is very impor-
tant and requires a sophisticated process, since no information
on prosody is directly given in the text. Especially in the case of
Japanese, the control of fundamental frequency (henceforth Fp)
movement is crucial to achieve the high quality in the synthetic
speech. In order to realize a good prosody control, the location
of the accent nucleus should be adequately estimated for each
accentual phrase as well as the boundaries of prosodic clauses
(breath groups), prosodic phrases, and accentual phrases.

An accentual phrase of Japanese is often composed of two
words or more, typically a content word followed by a func-
tion word. Although all the content words (and some function
words) have their own accent nucleus position as their lexical
attribute, the accent nucleus of an accentual phrase often shifts
due to the accent sandhi. This accent shift has to be correctly
predicted in TTS conversion. Some rules of the accent sandhi
can be found in some accent dictionaries such as [2] but they are
in abstract form and not adequate to be used for TTS conversion
systems. Sagisaka et al. formulated these rules in a good shape
[3, 4], which were widely adopted in Japanese TTS conversion
researches [5]. In our previous study [1], a rule-based module
was developed by extending Sagisaka’s rules partly.
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Figure 1: Accent types observable in 3-mora words of Tokyo
dialect of Japanese

However, it is true that covering all the accent sandhi phe-
nomena by rules is very difficult. In [3, 4], only the locations of
primary accent nuclei were considered with the problem of sec-
ondary accent nuclei unsolved. Further, the sentences includ-
ing function word concatenation were not adequately treated,
either. To solve these problems, a corpus-based approach has
been taken recently. In [6], n-gram models were used to develop
a morphological analyzer which can produce the H/L attribute
for each mora' of an input sentence. To take a corpus-based ap-
proach, a large corpus with accurate accent labeling is naturally
required but we don’t have any publicly available accent corpus.
In this paper, at first, we developed a text corpus with accurate
accent labeling, which will be publicly available in the near fu-
ture. Using the corpus built so far, we developed a corpus-based
module of predicting the accent change for adequate prosody
generation. Further, the module was tuned by integrating the
rule-based knowledge acquired in the previous study.

2. Word accent sandhi rules of Japanese
2.1. Word accent of Japanese

Word accent is one of the lexical attributes specific to each word
and it is represented by a sequence of binary Fp levels (H/L) in
mora unit. Although it implies 2 different accent types for N-
mora words, the number of accent types for N-mora words of
Tokyo dialect is reduced to N+1 due to the following properties.

1. A rapid rising or falling of Fp has to occur between the
first mora and the second one.

2. The number of the rapid falling pattern(s) of Fp between
two consecutive morae in a word is one at most.

Accent type showing a rapid downfall of Fp immediately after
the n-th mora is called type-n word accent and the n-th mora in
this case is called accent nucleus. Fig. 1 shows the four accent
types of 3-mora words of Tokyo dialect and their accent nuclei
indicated by filled black circles. It should be noted that type-
0 accent means that there is no accent nucleus and that type-0
accent and type-n accent of n-mora words are identical if they

"Mora is the minimum linguistic unit for speech production in
Japanese, the size of which is rather similar to that of syllable.
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are uttered isolatedly. The difference between the two is ob-
served only when they are produced in connected speech. When
a function word follows a type-n word, a falling pattern of Fy is
found immediately after the word. On the other hand, there is
no falling patterns for type-0 words. In Fig. 1, a parenthesized
circle represents the first mora of the following function word.

2.2. Word accent sandhi rules of Japanese

When a word is concatenated with another to form an accentual
phrase, the resulting position of the accent nucleus of the phrase
is often different from any positions of the original nuclei of the
constituent words. The word accent sandhi can be categorized
into three types;

1. Shift of the accent nucleus
FH+ITVEY - TAHIVEY
red pencil

2. Generation of the accent nucleus
TATZL+TVT - T4 707
portable telephone

3. Deletion of the accent nucleus
UL + 7% - TATFLTX

economy  (suffix) economical

The word accent sandhi in Japanese was well formulated for
TTS research in [3, 4]. The following sections briefly describe
the rules, which are composed of three sets of rules and several
control rules over them. For each word, (a part of) three accen-
tual attributes of concatenation manner (CM), nucleus position
(NP), and concatenation type (CT) have to be prepared.

2.2.1. Concatenation of a content word and a function word to
form an accentual phrase

Suppose that the concatenation of a content word of N1 morae
and type-M; accent and a function w9£d (an auxiliary verb or a
particle) of N2 morae and NP being M produces an accentual
phrase of N. morae and type-M,. accent. NP is an attribute
indicating the accent nucleus position in the produced accentual
phrase. If the resulting accent nucleus is located as the last mora
of the first word in the phrase, NP is zero. If the first mora of
the second word is the accent nucleus, NP is one. It should be
noted that NP can take a negative value.

If every word which can appear as the second word has its
own value of NP, CM is not needed. This is because, as told
above, the location of the accent nucleus is determined only by
NP. In some cases, however, the accent nucleus of the first word
remains after the concatenation. In these cases, the nucleus po-
sition of the phrase cannot be predicted only by the accentual
attributes of the second function word. To sum up, it can be
said that the accent nucleus position of an accentual phrase com-
posed by a content word and a function word is determined by
the length and the accent type of the first word and CM and NP
of the second word. Table 1-(a) shows these word accent sandhi
rules. As shown in the table, all of the factors above are not
always required to determine the nucleus location in the phrase.

2.2.2. Concatenation of two content words

Word accent sandhi observed when concatenating two content
words can be characterized by adequately setting the CM and
NP values of the second content word. It means that these val-
ues have to be prepared for every content word. But when the
second word is a verb or an adjective, the accent nucleus of the

Table 1: Word accent sandhi rules of Japanese
word of N1 morae and type-M; accent +

word of N2 morae and nucleus position (NP) being M,
— accentual phrase of N. morae and type-M. accent

(a) Concatenation of a content word and a function word

concatenation manner M,
M;=0 M;#£0
(F1) 7EfBfiT~ M,
(F3) @& M, Ni+DM>
(F4) HpHd* Ni+M>
(F5) ~FHfbsd 0
(b) Concatenation of a content word and a noun
concatenation type  conditions of the 2nd word M.
(C1) PrAFHE No>2,Ms #0,N27  Ni+ Mo
(C2) ZEfe A~ Ny > 2, My =0, Ny Ny +1
(C3) FEHERI* Ny <2 Ny
(C4) PR B N <2 0
(c) Concatenation of a prefix and a content word
concatenation type M.
Mo=0, NoT M>#0, NoT
(P1) — (LT 0 Ni+Mo
(P2) H A LEERS A1 Ni+1 Ni1+Mos
(P3) S AL M, M,
(and N1+M2 )
(P4) IRAHI* N1+1 M, (and/or)
(or) M1 Ni+M>

* : In Sagisaka’s original paper in Japanese, as shown here, each
value of CM and CT has a meaningful name, not a label. Due
to limited space, however, these values are referred to by the
labels of Fz, Cx, and Pz in this paper.

t : If the final syllable of the second word is comprised of two
morae, /N2 should be decremented by one.

resulting phrase is always found as the last mora but one in the
phrase (M.=N1+N2>—1). This property of Japanese requires
that the values of CM and NP should be prepared only for the
nouns which can occur as the second word. In this case, unlike
function words described in the previous section, the CM value
of the second noun word is always F4 or F5. Then, the NP value
has only to be prepared for the noun word. Tab. 1-(b) shows the
word accent sandhi rules in concatenating a content word and a
noun. Although concatenation types (CT) are newly defined in
the table, they are functionally the same as NP. C1 to C4 corre-
spond to the NP values of M>, 1, 0, —NN; respectively. As the
NP values of nouns of three morae or longer can be automati-
cally calculated by their length and accent types, only the nouns
of two morae or shorter should be considered.

2.2.3. Concatenation of a prefix and a content word

To make an accentual phrase by attaching a suffix to a content
word, the rules in Section 2.2.2 can be basically applied as they
are. For a phrase composed by a prefix and a content word, new
rules should be prepared, which are shown in Table 1-(c). It
should be noted that, for P3 and P4, semantic analysis is some-
times required to adequately locate the accent nucleus.

In addition to the above rules, several control rules have to
referred to when the above rules are used in a TTS system. Due
to the limit of space, the control rules are not shown here.
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3. Assignment of accent labels to a text
corpus by a single labeler

In our previous study [1], the accentual attributes required by
the accent sandhi rules were estimated experimentally and they
were used in some TTS system developments [5]. However,
covering all the accent sandhi phenomena by rules is very dif-
ficult. In the rules, only the locations of primary accent nuclei
were considered with the problem of secondary accent nuclei
unsolved. Further, the sentences including function word con-
catenation were not adequately treated, either. To solve these
problems, a corpus-based approach has been adopted recently.
This new approach, however, naturally requires a text corpus
with accurate accent labeling but it does not exist publicly.

In the current section, the development of a text corpus with
accent labeling is described in detail and its actual use in the
TTS system will be shown in the following section.

3.1. What kind of labeling should be done?

If one tries to build a rule-based module to predict the accent
change, for each word, he has to prepare the values of the accen-
tual attributes described in the previous section. In the corpus-
based prediction of the accent change, the values of these rather-
complicated accentual attributes are not required explicitly. For
example in [6], n-gram models were used to develop a morpho-
logical analyzer which can predict the H/L attribute for each
mora of an input sentence. In this work, the accentual attributes
of the previous section were not used at all. For training the
n-gram models, only the lexical attributes, often used in the text
analyzer, were referred to in addition to the H/L values of each
mora of the training sentences. It should be noted that the H/L
values of each mora of the constituent words when they are ut-
tered isolatedly were not used in [6]. Even with this strategy,
the prediction performance was shown to be very high. In the
current paper, another statistical and machine-learning method
was adopted, which is Conditional Random Fields (CRFs) [7].

CRFs are a probabilistic framework for labeling and seg-
menting structured data, such as sequences, trees and lattices.
The underlying idea is that of defining a conditional probability
distribution over label sequences given a particular observation
sequence, rather than a joint distribution over both label and ob-
servation sequences. Also in the case of using CRFs, the values
of the accentual attributes discussed in the previous section are
not needed. In the current study, the following three labels were
added manually to some existing text corpora.

1. Location of the accentual phrase boundary

A sentence utterance can be divided into several seg-
ments according to the global Fy movement. At the be-
ginning of each segment, Fp rises and then, it gradually
falls without a Fy rise in the segment. The mora with the
Fp rise is the first mora of an accentual phrase and all
the phrase boundaries were manually annotated. As the
boundary location depends on speaking rate, the annota-
tion was done so that a labeler could assign the boundary
by looking at the reading rate indicator (See Fig. 2). The
labeler was asked to read a given sentence silently ac-
cording to the indicator before the assignment.

2. Location of the accent nucleus in every accentual phrase
In an accentual phrase, according to the lexical attribute
of the constituent words, one or sometimes plural rapid
Fp downfalls are observed. The mora immediately be-
fore the downfall is called accent nucleus. If plural Fp

downfalls are found in a phrase, it is considered that the
first one is primary and the others are secondary accents.

3. Location of the accent nucleus in every content word
when uttered isolatedly
In this work, unlike [6], to predict the accent change, the
nucleus location of each content word when uttered iso-
latedly was considered. The labeler was asked to indicate
the nucleus position of every content word.

3.2. Selection of the single labeler

Two speakers even of the same dialect sometimes claim differ-
ent accent nucleus positions for the same sentence. As phono-
logical knowledge such as accent sandhi rules is implicit and,
exactly speaking, is considered to be speaker-dependent, we de-
cided to ask a single labeler to assign the above three labels to
the whole text corpus by reading each sentence silently. As told
in Sect. 2, the word accent in Japanese is mainly controlled by
Fp. Then, at first, we selected 6 university students who had a
good ear for the height of tone. They were members of chorus
clubs and born and brought up in Tokyo. After teaching them
Japanese phonology and the accent sandhi rules, we examined
how sensitive they could be to linguistic sounds. In other words,
we examined how well they could explicitly describe what they
had in their brains implicitly. Finally, we selected a single stu-
dent as labeler and asked her to assign the three kinds of labels.

As will be told in the following section, the total number of
the sentences which the labeler had to deal with was more than
15 thousands. Due to the large size of the task, annotation errors
may be unavoidable. Then, out of the remaining five students,
we selected a few examiners, who were asked to check all the
annotations. If they found some strange labels, these were fed
back to the labeler, who evaluated these labels again.

3.3. Selection of the text corpus

The sentences used in the Japanese Newspaper Article Sentence
database (JNAS) [8] were adopted as the text corpus. The sen-
tences can be divided into two parts, 16,178 sentences from The
Mainichi Newspapers and 503 from ATR phoneme-balanced
sentences. The reasons for selecting JNAS were that all the
sentences had been assigned their phonographic representation’
and that a speech corpus for all the sentences already existed.
Since the speech corpus is composed of 306 speakers, each
reading a part of the corpus, it is not adequate to ask the labeler
to determine the accent nucleus positions by hearing them. Fur-
ther, she claimed that it was easier by reading than hearing.

3.4. Morphological analysis done on the text corpus

Every kind of content word in JNAS was separately assigned its
accent nucleus position. Further, in developing a module to pre-
dict the accent sandhi using CRFs, many lexical and phonolog-
ical attributes of every word of the JNAS sentences are needed.
Then, morphological analysis was done on the whole sentences.
Chasen [9] and UniDic [10] was adopted as morphological an-
alyzer and dictionary. As for part-of-speech (POS), UniDic-
based POS was used. The combination of Chasen and UniDic
can automatically generate the phonographic representation of

2Japanese has two types of writing systems, phonographic (Kana)
and ideographic (Kanji) systems. The sentences in newspapers are usu-
ally represented using the both systems and it is sometimes difficult
to automatically determine how to convert the ideographic part into its
phonographic representation.
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Figure 2: GUI for labeling the INAS corpus

an input text and they showed how to read the individual sen-
tences in JNAS. A small part of the outputs were different from
the phonographic representations prepared in Sect. 3.3. For
uniformity, these mismatches were manually fixed. When as-
signing the labels, in the case that the labeler pointed out some
strange phonographic symbols of a given sentence, we gave the
highest priority to the judgment of the labeler and adopted it.

3.5. Procedure of the actual accent labeling

As described in Sect. 3.1, the labeler was asked to read a given
sentence silently according to the reading rate indicator (See
Fig. 2). The indicator shows the rate of 7 [morae/sec] because
this value is widely accepted in developing TTS systems. Af-
ter reading, the labeler determined the locations of the phrase
boundaries and those of the accent nuclei. As for assigning
the accent nucleus position separately for each content word,
a dummy word was added if necessary to follow the focused
word. As told in Sect. 2.1, type-0 and type-n words are not dis-
criminable if they are presented isolatedly. To avoid this con-
fusion, we asked the labeler to add particle “77™ after the given
word when it was a noun and to add noun word “2 k” when
the given word was an adjective. The followings are examples.
BN as Tk, HAEILTHLOELS A =7V L Tw 3,
SNV ATTNRAZF RADTTITSACENTF =T
TA N

becomes

Yal b N ar T NRIAZF SR anT S TIIY
ASETNHSF T =TV ST AN

As for the separate labeling,

a bk ()

774 (ah)

becomes

va’ b ()

7YY A (alb).

“” means the position of the accent phrase boundary and
indicates that of the accent nucleus.

3.6. Discussions

As of the end of March 2007, the accent labeling of 4,166 sen-
tences, about a fourth of the corpus, were completed and the
rest of the sentences will be dealt with later. Tab. 2 shows the
number of morphemes in an accentual phrase. It is found that
the phrases whose word-based length is less than 5 occupy more
than 90% of all the phrases. Tab. 3 shows the number of POS

Table 2: The number of morphemes in an accentual phrase

#morphemes #occurrences
1 5,079  (17.4%)
2 9,829  (33.6%)
3 7,902 (27.0%)
4 3972 (13.6%)
5 1,586 (5.4%)
6 554 (1.9%)
>6 303 (1.0%)

Table 3: The number of POS patterns in the accentual phrases

POS pattern ~ POS pattern #occurrences
EQEN [N][P] 5273 (18.0%)
[#] [N] 2,639 (9.0%)

£ [IN]IN][P] 2,180  (7.5%)
1R [N][S][P] 1,409  (4.8%)

—_———

Fh[BhE [VI[AV] 792 (2.7%)
8] [V] 788  (2.7%)
EQIEA [N][N] 758 (2.6%)
[4l#ER]  [NI[S] 739 (2.5%)
EZN ) [VI[P] 571 (2.0%)
(441808 [N][P][P] 541 (1.9%)
others 13,535 (46.3%)

4,:Noun, Blj:Particle, 2 F&:Suffix,
Bfj:Verb, BliEh: Auxiliary Verb

patterns in all the phrases, where the top 10 frequent patterns
are listed. From this table, we can say that the phrases below
the top 10 occupy about a half of the phrases. In the follow-
ing sections, using the corpus built so far, CRF-based statistical
learning is investigated to predict the word accent sandhi.

4. CRF-based statistical learning of
the word accent sandhi

4.1. Conditional Random Fields (CRFs)

CRFs are a probabilistic framework and it defines a conditional
probability distribution over label sequences given a particular
observation sequence, rather than a joint distribution over both
label and observation sequences. In CRFs, conditional proba-
bility P(y|x), where y and x are random variables for label
and observation, is trained in the following way. Here, indepen-
dent features f's are prepared about the temporal transition from
Y+ to y+41, called transition feature, and the generative relation
between y; and ¢, called observation feature. Let 67 be the de-
gree of importance of feature f and ¢;(x, y) be the frequency
of feature f being observed in the training data. Using these
parameters, P(y|x) is modeled as

Py, 0rbs(@y)
Syey {0 X, 0761 (@)}

In the training, 0 is optimized to maximize P(y|z) for the
training data. In this paper, CRF++ toolkit [11] was utilized.

P(ylz) =

4.2. What to learn with what?

In the text corpus with accent labeling, the positions of the ac-
centual phrase boundaries and those of the accent nuclei are
annotated. All the sentences are divided into accentual phrases
and, on each phrase, the accent type of the constituent words
is learned as y using their various lexical and phonological at-
tributes as « . It should be noted that there is a big difference
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between our previous study and the current study in interpret-
ing the resulting accentual property of each phrase generated by
concatenating some words. For example, & ¥t —I'—+& —
(speech synthesis) is generated by concatenating two separate
words of A1 ¥ — (speech) and & —+ — (synthesis).

Frbe— )+ T——(0) - A —T—k— (5

In the previous study, this accent sandhi was interpreted as
follows. A type-1 word and a type-0 word are concatenated to
form a long compound word of type-5. In the current study,
however, it is interpreted as follows.

Fre— () + T—F—(0) — AT E—(0)+ T—+— (1)

Through the concatenation, a type-1 word and a type-0 word are
transformed into type-0 and type-1. Considering the function of
the word accent, this interpretation seems weird linguistically
because the accent sandhi is considered to function as grouping
plural words into one entity. We can say that the CRF-based
statistical learning of the accent sandhi only captures the super-
ficial transformation of the accent type of the individual words
through the concatenation. The validity of this kind of approach
should be carefully investigated but this paper aims to report
only the performance of CRFs to predict the accent sandhi.

3,581 sentences (25,692 accentual phrases) were used to
train the CRF models and the remaining 527 sentences (3,533
accentual phrases) were used to test the models.

4.3. CRF-based learning as step 1

As the first step, CRFs were examined without using the ac-
cent type of the constituent words when they are uttered iso-
latedly. This condition is the same as that in [6]. In the rest
of the paper, the accent type of the word when uttered isolat-
edly is called isolated accent type and the accent type observed
when the word is embedded in a phrase is referred to as embed-
ded accent type. As observation feature, each of the followings
was considered as x; POS, inflection types, and the mora-based
length of w¢—2, wi—1, W, wit1 and we42. The POS and the in-
flection types of UniDic are defined using multiple granularity.
Following this definition, various kinds of POS and inflection
types were investigated. As for transition feature, the embed-
ded accent type of any of two consecutive words of w;_; and
w; was considered. The performance of CRFs is calculated in
three different ways, shown in Tab. 4. The prediction perfor-
mance for all the accentual phrases, that for the phrases com-
prised of only two words as (noun|verb|adjective)+(auxiliary
verb|particle), called as simple phrases henceforth, and that for
the phrases including a compound noun word comprised of
several consecutive nouns, called as compound phrases. The
morpheme-based performance is also calculated for reference.
Tab. 4 shows that the overall performance is 82.1%. Although it
improves up to 85.9% for the simple phrases, it reduces down to
77.9% for the compound phrases®. It is more difficult to predict
the nucleus position correctly in the compound phrases.

4.4. CRF-based learning as step 2

In addition to the observation features used above, the isolated
accent type was also used here. The three kinds of performance
are shown in Tab. 4. Although the overall performance and the
simple performance are much improved, with the compound
phrases, a slight reduction is observed. In the simple phrases, in

3For the phrases where plural nucleus positions are annotated, only
the first nucleus is considered because it is the primary accent nucleus.

many cases, the accent nucleus position is unchanged through
concatenating the two words. On the other hand, in the com-
pound phrases, the nucleus position is often changed through
concatenating two nouns to form a compound noun. Examples
are shown in Sect. 2.2 (P ATV EY and ¥ £ F A 7 7).

4.5. CRF-based learning as step 3

In the above experiments, the embedded accent nucleus posi-
tion was directly predicted. Therefore, the following two cases
were separately handled and modeled. A case that both the iso-
lated nucleus and the embedded nucleus are located at the first
mora and another case that they are located at the second mora.
These two cases can be commonly and simply treated as “not
changed” if the relative change of the nucleus position from iso-
lated to embedded is predicted. In the current section, the target
of the prediction was set to the relative change in the nucleus
position and the following labels were prepared.

When both the isolated accent and the embedded accent had
the nucleus, the labels of [0],[+1],[+2],...,[-1],[-2],... were pre-
pared to represent the relative change of the nucleus position.
When the embedded accent did not have the nucleus, the label
of [none] was prepared and CRFs were trained to predict that
label. When the isolated accent did not have the nucleus, the
nucleus position was directly predicted as in the last section.

The performance of the relative change prediction is also
shown in Tab. 4. In all the cases of all, simple, and compound,
the performance is successfully increased. Especially, the in-
crease is larger in the compound phrases. By introducing the
relative change prediction, it seems that what was difficult to
predict in the previous section can be adequately handled.

4.6. CRF-based learning as step 4

In this section, the training of CRFs is tuned to the accent sandhi
rules described in Sect. 2. In the experiments so far, as observa-
tion feature, the generative relation between label y and lexical
or phonological attribute = of observed word w was used. Re-
ferring to the accent sandhi rules, however, some kinds of the
relation should be additionally considered such as that between
y and x of some plural words, w; and w41, for example. As de-
scribed in the Sect. 4.3, various kinds of the syntactic categories
with multiple granularity were provided by UniDic. By care-
fully observing the accent sandhi rules, we prepared some word
combinations to fit the CRF training to the rules. The followings
are examples. [POS of w:/POS of w_1], [POS of w¢/POS of
wt+1], and [fundamental lexical attributes of w:/POS of w;41].
The fundamental lexical attributes are a set of the attributes se-
lected adequately from the whole set of syntactic categories pro-
vided by UniDic. They included POS, inflection types, phono-
graphic and logographic representations, and so forth.

The performance is shown in Tab. 4, again. Although a very
slight reduction is found in the simple phrases, the overall per-
formance is improved. Especially, as in the previous section,
the increase is larger in the compound phrases. As described in
Sect. 4.3, the nucleus prediction is more difficult in the phrases
including compound nouns. We consider that the complicated
phonological phenomena could be modeled by CRFs better by
means of additionally introducing a set of rather complicated
word combinations as better observation features.

4.7. CRF-based learning as step 5

Some additional tuning to the accent sandhi rules was inves-
tigated. In Sect. 4.5, the labels were prepared to indicate the
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Table 4: The performance of the CRF-based statistical learning of the Japanese word accent sandhi

morpheme-based

phrase-based

all

simple compound

Step 1 9080 /9908 (91.6%)
Step2 9272 /9908 (93.6%)
Step3 9319 /9908 (94.1%)
Step4 9424 /9908 (95.1%)
Step5 9458 /9908 (95.5%)

2833 /3533 (82.1%)
3081 3533 (87.2%)
3137 13533 (88.8%)
3214 13533 (91.0%)
3238 /3533 (91.7%)

703 71822 (85.9%) 530 /688 (77.0%)
775 1822 (94.3%) 523 /688 (76.0%)
791 /822 (96.2%) 553 /688 (80.4%)
790 /1822 (96.1%) 578 /688 (84.0%)
792 /822 (96.4%) 589 /688 (85.6%)

Table 5: The performance of the CRF-based statistical learning based on the labeler’s judgment

phrase-based

all

simple compound

Step 5 3307 /3533 (93.6%)

808 /822 (98.3%)

605 /688 (87.9%)

relative change of the nucleus position. In this section, the cate-
gories of these relative labels were modified to fit the module to
the rules much better. As the detailed description of the modifi-
cation may be tedious to readers, we show only some examples.

When the isolated accent had the nucleus, the following la-
bels were prepared. 1) When the embedded accent did not have
the nucleus, the label was [none], 2) When the embedded ac-
cent was the same as the isolated accent, the label was [same], 3)
When the embedded accent nucleus was located at the last mora
of the word, the label was [morae], 4) When the embedded ac-
cent type was smaller than the isolated type by 1, the label was
[same-1], 5) When the embedded accent type was 1, the label
was [one], 6) When the embedded accent nucleus was located
at the last mora but one in the word, the label was [morae-1],
7) When the embedded accent did not correspond to any case
from 1) to 6), the labels of the relative change such as [0], [+2],
and [-1] were used. To assign a label to w;, it was possible that
the word could satisfy plural conditions and, in this case, the
condition of the smallest number was applied. In other words,
the above conditions were examined in the incremental order
because the order reflected the frequency of the labels. In the
last condition, the relative change labels were assigned. Before
that, the labels introduced newly in this section were given to
we. Some good readers may wonder why these cases should be
treated as special cases. All of these cases were directly treated
by the accent sandhi rules and, in this section, only the excep-
tional cases were treated by the relative change labels.

Some other tuning was also done with respect to observa-
tion features including the phonographic representation of the
second mora of wy, that of the mora located at the isolated ac-
cent nucleus position, and so forth. These features were re-
quired to fully implement the accent sandhi rules in Sect. 2 as
observation features in the CRF training.

The performance is shown in Tab. 4 and only the small im-
provements are observed in all the three cases.

5. Discussions and conclusions

In the previous section, only the nucleus positions which the
single labeler had provided were treated as correct. It is true,
however, that the labeler did not reject all the other positions.
We asked the labeler to judge the degree of acceptance of the
accent nucleus positions predicted incorrectly by the CRF mod-
ule. The judgment was done by using a 4-degree scale. If the
nucleus positions of acceptance level 3 or 4 are re-considered
as correct, the final performance is shown in Tab. 5. 93.6% of
all the phrases showed the correct position and, in the simple
phrases, the performance reached 98.3%. Considering that the
performance of the rule-based module for the same testing data

i8 76.8% and 94.5% respectively for the two cases, we can claim
strongly that the proposed method showed the remarkably bet-
ter performance and it is very effective practically. As discussed
in Sect. 4.2, however, the CRF-based implementation of the ac-
cent nucleus prediction is somewhat weird linguistically. At
least, the proposed module can predict the accent change but it
does not know the linguistic function of the change at all. We
may have to reconsider how to train CRFs for this task.
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