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Abstract

This paper proposes a novel paradigm of speech recognition
where only the supra-segmental features are utilized. Absolute
properties of speech events such as formants and spectrums are
completely discarded and only the relative and differential prop-
erties of the events are extracted as phonic contrasts. The phonic
contrasts are considered as supra-segmental features and they
are mathematically shown not to carry non-linguistic features
such as speaker, age, gender, etc. This fact leads us to expect
that speaker-independent speech recognition should be possi-
ble with the reference models built only with a single speaker’s
speech. Experiments of isolated vowel sequence recognition
show that this expectation is correct and that the performance of
the new paradigm is better than that of the conventional one us-
ing more than four thousand speakers, even in the case of noisy
speech. Hearing sounds through capturing only their contrasts
and their structure is often done when hearing musical sounds,
indicating that the proposed paradigm hears speech as music.

1. Introduction

It is known that children can acquire their native language even
though only a small amount of stimulus of the language is avail-
able, i.e., poverty of stimulus. It is also known that children
can recognize speech produced by any speaker although speaker
differences exposed to them, especially infants, are remarkably
limited. This phenomenon can be regarded as another problem
posed by poverty of stimulus. Some researchers may claim that
people adapt their ears whenever they hear different speakers.
This claim implies that people at a party have to adapt their ears
to many speakers simultaneously. Is speech the busiest media
or the easiest media? Enjoying your conversation with a good
wine may be difficult using the adaptation-based model.

To solve the problem of acoustic variability in speech, the
first author proposed a novel acoustic representation of speech,
called the acoustic universal structure [1]. Absolute properties
of speech events, such as formants and spectrums, are com-
pletely discarded and only the phonic differences or contrasts
between the events are extracted to form an external structure.
Based on a mathematical model to represent the static non-
linguistic factors in speech, the external structure, composed as
a set of the phonic contrasts, is shown to be invariant with dif-
ferences in speakers, microphones, etc. As spectrum smoothing
is used to separate pitch information from speech, the proposed
method can remove the non-linguistic factors from speech.

In this paper, we will discuss the experimental results ob-
tained so far by using the acoustic universal structure and the
homogeneity between music and speech in terms of relativism.

2. Acoustic matching done by humans

Before describing the experimental results, we want to address
a simple question about human judgment of similarity between
two utterances. A young girl is mimicking an unknown word
in her father’s speech, which is one of the most common scenes
in families with daughters. Here, we want to ask “What is mim-
icked acoustically by the girl?” It is obvious that she is not mim-
icking the word as it is. In repeating her father’s speech, she
does not try to produce her father in her voice. Some readers
may answer that she decomposes the speech into a sequence of
phonemes and each phoneme is then generated by her mouth.
This answer is not good because young children do not have
good phonemic awareness and it is difficult for them to decom-
pose an utterance into phonemes. Why doesn’t a girl try to pro-
duce her father by the mouth although the acoustic matching
technique based on spectral comparison requires her to do so?
Speech is often modeled as combination of linguistic, para-
linguistic and non-linguistic aspects. Based on this model, it can
be said that the girl is mimicking only the linguistic and para-
linguistic aspects by separating the non-linguistic aspect such as
speaker individuality. In speech science and engineering, how-
ever, the acoustic separation of the non-linguistic aspect has
not been discussed well and many researches have been done
on the separation of the para-linguistic aspect, i.e., source-filter
model. We have never seen a girl mimicking only the linguistic
and non-linguistic aspects and consider that removal of speaker
individuality should have been discussed before F{y removal by
spectral smoothing. Speech recognition is a technique to extract
only the linguistic aspect. But speech science and engineering
have provided only a naive method for that, i.e., data collection,
although the young girl seems to need no additional data.

g(linguistic) = Z

non-linguistic

f (linguistic, non-linguistic) (1)

In visual neurosciences, it is a classical but well-established
model that the visual attributes of an object are perceived in
two pathways on the cerebral cortex; the so-called “how” and
“what” pathways. While the former pathway exists in the dor-
sal region and is associated with motion and location of the ob-
ject, the latter exists in the ventral region and shape, color, and
texture of the object are perceived [2]. Recently in auditory neu-
rosciences, researchers began to propose anatomical and func-
tional models of the auditory cortex [3]. In [4], a model was
proposed where the dorsal pathway is involved in perceiving
spectral dynamics or motions to extract the verbal message con-
tained in an utterance and the ventral pathway is responsible for
identifying the speaker. Namely, dynamic and static features
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Figure 1: Spectrum modifications caused by A; and b;

are separated and perceived in the dorsal and ventral pathways,
respectively. Although experimental confirmation is required,
findings in auditory neurosciences imply that the linguistic and
non-linguistic aspects can be separated. If good confirmation is
obtained experimentally, the collection-based approach for the
separation may be regarded as weird because humans can sup-
press speaker individuality as the young girl is supposed to do
so. Itis interesting that the model claims that the dorsal pathway
similarly processes the melody of an instrumental piece and the
ventral one recognizes the instrument by its timbre.

3. The acoustic universal structure
3.1. Mathematical modeling of the non-linguistic features

In speech recognition, three types of distortions or noises, ad-
ditive, multiplicative, and linear transformational, are often dis-
cussed. Background noise is a typical example of additive noise
but this is not inevitable because a speaker can move to a quiet
room if needed. In this paper, as we want to focus only on the
inevitable distortions or noises, additive noise is ignored.

The distortions caused by microphones and lines are typi-
cal examples of multiplicative distortion. GMM-based speaker
modeling assumes that a part of the individuality is regarded as
this type. These distortions are inevitable because speech has
to be produced by a certain human and recorded by a certain
acoustic device. If a speech event is represented by cepstrum
vector ¢, the distortion is addition of vector b; ¢’ =c+b.

Two speakers have different vocal tract shapes and two lis-
teners have different hearing characteristics. Mel or Bark scal-
ing is just the average pattern of the hearing characteristics.
These are typical examples of linear transformational distor-
tion, which is naturally inevitable. Vocal tract length differ-
ence is often modeled as frequency warping of the spectrum
and formant shifts are well approximated. Hearing characteris-
tics difference is another frequency warping. Any monotonous
frequency warping in the spectral domain can be converted into
multiplication of matrix A in the cepstral domain [5]; ¢'=Aec.

Although various distortion sources can be found in speech
communication, the eventual distortion due to the inevitable
sources, A; and b;, is simply modeled as ¢'=Ac+b, i.e., affine
transformation. Figure 1 schematizes the spectrum distortions
due to A; and b;, which are horizontal and vertical ones, re-
spectively. In MLLR speaker adaptation, multiple matrices are
used for a mixture-based bottom-up clustering of triphones [6].
Triphones are trained with many speakers who read different
sentences, implying that different parts of the triphones have
different speaker individuality. This is a main reason why mul-
tiple matrices are required. In MLLR adaptation in HMM-based
speech synthesis, i.e., adaptation from one speaker to another, a
smaller number of matrices can be effective [7]. However, a sin-
gle and global matrix may not be so effective to model the entire
non-linguistic factors. Some preprocessing will be examined.
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Figure 3: Jakobson’s geometrical structure of French vowels

3.2. Derivation of the acoustic universal structure

Figure 2 shows a method to form the acoustic universal struc-
ture of an utterance. The utterance is converted into a cepstrum
vector sequence, and then, into a sequence of cepstrum distribu-
tions, each of which is modeled as Gaussian mixture. After that,
Bhattacharyya distance between any two distributions is calcu-
lated and then, all the absolute properties of the distributions are
discarded. The obtained contrasts between any speech events
are considered as a full set of spectral motions and the contrasts
are mathematically invariant with the static non-linguistic fea-
tures represented as affine transformation. Conversion from a
cepstrum sequence to a distribution sequence is a similar pro-
cess of training an HMM with a single utterance. In training
HMMs for speech synthesis, almost all the initial HMMs are
trained only with a single example of the target phoneme. This
is because the number of contextual attributes of an HMM is
remarkably larger than that used in speech recognition although
the size of training data, often less than 1,000 sentences, is re-
markably smaller than that for speech recognition. But the train-
ing procedure of HMMs for speech synthesis cannot be used
directly in forming the acoustic universal structure because the
number of distributions cannot be given. Therefore, in this pa-
per, the acoustic universal structure is formed from a sequence
of isolated vowels for easy estimation of the number. As de-
scribed above, the obtained contrasts are invariant with the static
non-linguistic features characterized by affine transformation.
But what these contrasts mean? In the following discussion,
linguistic interpretation of the phonic contrasts is described.
Figure 3 shows Jakobson’s geometrical structure of French
vowels, where phonic differences between two vowels are rep-
resented by the style of lines indicating difference of the dis-
tinctive features [8]. In structural phonology, it is claimed that
this structure is invariant with respect to speakers. What is the



Figure 5: Acoustic matching after shift (b) and rotation (A)

most compact representation of an n-point structure? Geomet-
rically speaking, an n-point structure is determined uniquely by
fixing length of all the ,,C> segments including the diagonal
lines. If n distributions are given in an acoustic space and all
the ,C> distances are calculated as distance matrix, the matrix
uniquely determines shape of the structure expanded by the n
distributions. In Figure 2, distributions are given in temporal
sequence and the obtained contrasts determines the matrix and
the structure. As described above, this structure is invariant with
c'=Ac+b. If this simple mathematical model is accepted, we
consider that Jakobson’s structure is mathematically correct.

As is well-known, affine transformation distorts a structure
unless it is of a special form. Figure 4 shows 3 sets of 5 distribu-
tions, each set of which is transformed into another by multiply-
ing A. Tt is true that the 3 sets provide 3 different structures on
an euclidean plane. If distances are calculated as Bhattacharyya
distances, however, the distance matrix is the same among them.
This mathematically means that calculation of Bhattacharyya
distances distorts a space where distributions are found and this
distorted (non-euclidean) space is manifold [9].

It is known that Jakobson was inspired by Saussure, father
of modern linguistics [10]. “Language is a system of only con-
ceptual differences and phonic differences.” “What defines a lin-
guistic element is the relation in which it stands to the other
elements in the linguistic system.” “The important thing in the
word is not the sound alone but the phonic differences that make
it possible to distinguish this word from the others.” It is very
interesting that the neuroanatomical and functional model of the
auditory cortex described in Section 2 and the famous classical
linguist propose very similar claims. The former assumes that
a verbal message can be extracted only by spectral motions and
the latter claims that a word can be distinguished from the oth-
ers only by phonic differences. If speech recognition is shown
experimentally to be possible only with the structural represen-
tation, we consider that these claims are valid enough.

Clearly shown in Figure 2, the phonic differences or con-
trasts can be obtained by considering acoustic features covering
speech duration longer than a phone. This means that the phonic
contrasts can be viewed as supra-segmental features.

4. Speech recognition only with
supra-segmental features

4.1. Acoustic matching between two structures

Considering geometrical properties of affine transformation of
a structure, multiplication of A and addition of b in the dis-
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Figure 6: Parameter extraction to calculate a structure vector

torted space are interpreted as rotation and shift of the structure,
respectively. Acoustic matching between two m-point struc-
tures can be done by shifting (b) and rotating (A) a structure
so that the two structures can be overlapped the best, shown in
Figure 5. As global affine transformation is the simplest realiza-
tion of MLLR speaker adaptation [6], then, the minimum of the
total distance between the corresponding two points is regarded
as acoustic matching score after speaker adaptation. Suppose
two n-point structures in an N-dimensional euclidean space,
where A, representing rotation, is an orthogonal matrix. In this
case, the minimum distance is simply formulated as

n N
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where O is the common gravity center of the two structures P
and Q. o is the i-th eigen value of N x N matrix S*TT*S. S
and T are (OP1, ...,OP,) and (OQ;, ...,0Q,,) respectively.
It should be noted that the acoustic matching score after the
adaptation can be calculated only with two distance matrices,
without explicit calculation or estimation of A and b. This
mathematical fact implies possibility of speech recognition only
based on the phonic differences. In other words, the proposed
method points out a mathematical shortcut for speech recogni-
tion. But the above quantity cannot be used directly because tri-
angular inequality is not always satisfied in the distorted space.
Then, some approximate solution only with the two distance
matrices should be prepared. In [11], it was shown experimen-
tally that Equation 2 is proportional to euclidean distance be-
tween the two distance matrices, regarded as two vectors.

4.2. Automatic recognition of clean 5-vowel utterances

To discuss the fundamental characteristics of the proposed
method, a very simple recognition task was adopted; recogniz-
ing sequences of isolated vowels [12]. Since the non-linguistic
factors were expected to be suppressed effectively, only a single
speaker’s speech samples were used to train reference models.

The sequence was V1-V2-V3-V4-V5, where V;7#V ;. Since
Japanese has five vowels, the vocabulary size is 5 Ps=120. Af-
ter cepstrum calculation, each vowel was represented as distri-
bution by using its central portion only (140ms). Since only a
small number of frames is used to estimate a distribution, not
ML (Maximum Likelihood) criterion but MAP (Maximum A-
Posteriori) criterion was adopted. A structure vector, i.e., the el-
ements in the upper triangle of a distance matrix, was obtained
to represent the input utterance holistically. The procedures are
shown in Figure 6. As described in Section 4.1, euclidean dis-
tance between two structure vectors can approximate an acous-
tic matching score after the adaptation with A and b.

From the training speaker, a structural and statistical model
was trained for each of the 120 words. An input utterance, after
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Figure 7: Spectrum modifications by LPF as preprocessing

Table 1: Recognition rates as function of cut-off frequencies

cut-off [kHz] 8.0 4.0 35 3.0 2.5 2.0
accuracy [%] 43.0 62.8 81.8 969 80.0 100.0

Table 2: Recognition rates of the three methods [%]

methods full-band telephone band 2kHz LPF
HMM(260) 100.0 93.8 72.3
HMM(4,130) 100.0 95.2 87.5
Proposed(1) 100.0 100.0 100.0

being structurally represented, was matched with these mod-
els. 4 male and 4 female speakers were used as testing speakers
and the total number of testing samples was 25,000. Since the
non-linguistic factors were simply modeled as a global affine
transformation, its effectiveness was considered to be restricted.
A previous study showed that speaker differences are much
likely to be observed in upper bands of spectrum [13] and, fol-
lowing this finding, lowpass filtering (LPF) was examined as
preprocessing. Figure 7 shows two kinds of spectrum of /a/;
clean samples of 5 speakers and those with LPF. The upper por-
tions are modified to show little differences among the speakers.
Table 1 shows the results. With 2kHz cut-off LPF, the recogni-
tion performance was raised up to 100%. Since the LPF speech
showed the perfect performance, the proposed method was ex-
pected to show higher robustness than the conventional meth-
ods. This is because, most of the cases, input speech of different
acoustic conditions is able to be converted to the LPF speech
with 2kHz cut-off. For comparison, two sets of HMMs were
prepared, 4,130-speaker and 260-speaker gender-independent
models, both of which were trained with full-band MFCC and
CMN for acoustic mismatch cancellation. The network gram-
mar allowing only the 120 words was used as language model.
Table 2 shows the performance for full-band, telephone band,
and 2kHz LPF speech. The parenthesized numbers are those of
training speakers. 2kHz LPF was always done as preprocessing
in the proposed method. It is clearly shown that the proposed
method outperforms the conventional HMMs with CMN. An-
other experiment was done with HMMs trained only with 2kHz
LPF speech of the training speaker. Results showed 88.8% per-
formance for 2kHz LPF speech samples of the 8 test speakers.
This indicates that 2kHz LPF cannot delete the non-linguistic
factors completely and the remaining factors are considered to
be suppressed effectively by structuralizing an utterance.

It is interesting that the 2kHz LPF speech is acoustically
similar to the first speech; the speech of the mother which an
unborn infant listens to continually for several months before
birth. In [14], it is shown that, up to 2kHz, there is no difference
between two kinds of vowel samples; one recorded in front of
the mouth and the other recorded in water in the stomach. Since
the inner ear is the first sensory system to fully develop in the
womb, we wonder whether this listening experience may affect
some inherent characteristics of human hearing of sounds.

Although the adopted task is very primitive and some prob-
lems about continuous speech including consonant sounds re-
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Figure 8: Spectrum modifications by WNA as preprocessing

Table 3: Recognition rates of the proposed method in noise [%]
cut-off fullband 2kHz
00 70.3 100.0
20[dB] 92.9 99.8
10[dB] 99.1 86.7
0[dB] 87.0 85.1

Table 4: Recognition rates of the three methods in noise [%]

SNR HMM@260) HMM(4,130) Proposed(1)
00 100.0 100.0 100.0
20[dB] 100.0 98.8 99.8
10[dB] 94.3 97.2 99.1
0[dB] 83.0 86.8 87.0

main to be solved, we consider that the experimental results
show the very high potential of the proposed representation and
that the similar claims proposed by auditory neurosciences and
classical linguistics are sufficiently valid.

4.3. Automatic recognition of noisy 5-vowel utterances

In the previous section, it was experimentally shown that un-
intelligible speech is recognized more accurately than intelli-
gible speech because the latter carry speaker differences more
clearly. Although suppression of speaker differences was real-
ized by LPF, which modified spectrum envelopes at upper bands
to be uniform at low power level, similar uniformization of the
spectrum can be done at high power level, shown in Figure 8.
This modification can be easily realized by white noise addition
(WNA) and Figure 8 shows the effectiveness of WNA to reduce
speaker differences in speech. In Section 3.1, additive noise was
ignored because it is not inevitable. Then, the acoustic universal
structure cannot separate this type of noise from speech mathe-
matically. However, Figure 8 shows clearly that additive noise
has a definite function to suppress speaker differences [15]. Can
noisy speech be recognized more accurately than clean speech?

In the previous section, LPF was carried out as preprocess-
ing both for training speech samples and testing ones. Sim-
ilarly, by adding the same level of white noise commonly in
training and testing, the performance was easily expected to be
improved effectively. But it is difficult to know in advance the
noise level in the testing condition. Considering that the pro-
posed method needs speech samples of only a single speaker for
reference, however, an interesting discussion is possible about
the mismatch problem with respect to additive noise. If a sys-
tem has an extremely high-quality text-to-speech synthesizer to
build reference patterns on-line and the system can detect the
level of the environmental noise correctly, then the system can
generate the reference patterns on-line according to the noise
level of the actual environment. In the case of HMMs trained
with thousands of speakers, complete re-training of the HMMs
using the whole speech samples with the matched noise takes
a very long time. Parameter-level adaptation of the HMMs is
considered to work worse compared to the HMMs generated
through the complete re-training. Since the proposed method



uses only a single speaker to generate the reference patterns,
the complete re-training is possible enough if a perfect text-to-
speech synthesizer exists. At least, a human listener has a per-
fect synthesizer if he is not handicapped. We consider that what
is discussed here is regarded as structure-based motor theory.

WNA was carried out for every vowel sample of the 8 test-
ing speakers (SNR=0, 10 or 20[dB]) and two types of LPF were
examined (cut-off=2 or 8[kHz]). Both of WNA and LPF were
conducted commonly in training and testing. Table 3 shows the
recognition performance of the proposed method. Since the
proposed method has to estimate a distribution from a small
number of frames, the estimation was done based on MAP. In
the table, the best performance is listed among the weighting
factors examined (w=10, 1, 0.1, and 0.01). As expected, the
accuracy was drastically improved by WNA, clearly indicating
that WNA has a definite function of speaker difference suppres-
sion. However, the performance with 2kHz LPF got worse in
noisy environments (SNR=10 and O[dB]). That with full band
also got worse in the most noisy condition (SNR=0[dB]). We
are interested in the optimal combination of LPF and WNA to
suppress speaker differences as preprocessing.

The noisy testing speech samples were recognized by the
conventional methods of full band HMMs with spectral subtrac-
tion (SS). Estimation of the power spectrum in noisy segments
was done by averaging the spectrum of the beginning portion
(300[ms]) of each utterance. Table 4 shows the performance of
the conventional methods (with SS) and the proposed method.
In the case of lower SNRs, the performance of the complete and
on-line re-training with a single speaker is superior to that of the
conventional methods with SS, although the re-training is cur-
rently done with natural speech. These results also indicate the
surprisingly high potential of the proposed method.

5. Discussions
5.1. What is speech as linguistic sounds to human hearers?

We believe that the results obtained in the previous sections
raise some interesting issues. Speech with LPF or WNA is rec-
ognized more accurately than clean speech and, as Figures 7
and 8 show, this result is physically reasonable. This leads us
to wonder where on earth one could find clean speech. Before
birth, every human continues to hear speech with LPF for sev-
eral months and, after birth, he or she always hears speech with
some additive noise. Clean speech can be found in soundproof
rooms today but it could not be found on earth at all a thou-
sand years ago. Ecologically speaking, clean speech may be
the most unnatural and artificial speech. It could be obtained
for the first time by separating speech completely from its envi-
ronment. Why do many speech researchers regard clean speech
as natural speech? The reason is simple. Most of them define
speech as what is produced by a mouth to many ears. Under
this definition, what is observed acoustically immediately after
speech production is the most natural target for research.

In the framework where speech is defined as what is pro-
duced by a mouth, it is very natural that much attention was paid
to the physical mechanism of speech production. Here, a single
speaker’s production of speech is often observed and separation
of glottal source and vocal tract is usually discussed. As men-
tioned in Section 2, this framework provided researchers only
with the naive method to suppress the static non-linguistic as-
pect. Individual phones are acoustically modeled using absolute
properties of speech such as formants and spectral envelopes
and the suppression is realized by collecting data. It might be

rather impossible to devise an idea of removing speaker indi-
viduality when researchers’ mind is largely occupied with ob-
serving the process of a speaker’s production of speech, not the
process of hearing multiple speakers through various channels.

In some anatomical and functional models of the auditory
cortex, motions in speech are often focused on. Physiologically
speaking, this is because motions in stimuli often have signifi-
cant values for life. For example, humans can see outer objects
because they move or change. If they are fixed spatially and
temporally to eyes, they disappear in ten seconds. If everything
is fixed, humans can see nothing. The reason of human ability
of seeing a non-moving object is for involuntary movement of
eyes. It was experimentally shown that if everything is fixed
relatively to the moving eyes, they are gone in ten seconds [16].
Considering these properties, researchers of neurosciences of-
ten focus on relative contrasts or differences in stimuli. Even
if only the absolute properties are captured by brain, robustness
of any process executed by the brain has to be reduced naturally
because the environment is full of intrinsic variations.

In the framework where speech is defined as what is trans-
mitted to an ear through various channels from various mouths,
clean speech is naturally viewed as the most unnatural. The
most natural speech here is the speech with some inevitable
acoustic distortions and additive noise created by the environ-
ment. This paper devised a novel technique that can treat speech
based on this framework considering the classical theories of
linguistics and the well-accepted consensus of neurosciences.
First, a method was proposed to separate the non-linguistic fac-
tors from speech based on a simple mathematical model rep-
resenting the factors. Then, to compensate for the simplicity,
speech modification, which is very natural for humans, was in-
troduced as preprocessing, i.e., WNA and/or LPF.

5.2. Underlying homogeneity between speech and music

Hearing sounds through capturing only their contrasts and their
structure is often done when hearing instrumental sounds. In-
dividual constituents or notes are not identified and, only with
their relative patterns, most people can enjoy music. In theo-
retical studies of musicology, the sound structure of music is
often discussed. In [17], purely geometrical structure of music,
which is defined as distance matrix calculated from a sequence
of notes, is introduced as a model characterizing the musical
structure. In [18], a similar structuralization method was used
to implement a musical application software as we also used the
acoustic universal structure for CALL applications [19].

We believe that the proposed framework considers speech
as music without identifying individual phonemes. It is very
interesting that people with absolute pitch say that they can-
not understand why people without absolute pitch can enjoy
music because they cannot imagine musical activity without
notes in mind. Absolute sense of musical sounds is absolute
pitch and that of speech sounds is phonemic awareness. After
the experiments, we wondered whether some real people enjoy
speech without phonemic awareness although we cannot imag-
ine speech activity without phonemes in mind. Then, we found
surprisingly that these people really exist; dyslexics, who are
considered to lack in phonemic awareness but can communi-
cate orally. They have great difficulty in reading and writing.
Many musicians say that absolute pitch is not required to enjoy
music and it is required only to transcribe a tune as sequence
of notes. Dyslexia indicates that phonemic awareness may not
be required for speech communication and it is required only to
transcribe an utterance as sequence of symbols. Dyslexics are



very good at capturing things as a holistic entity, a Gestalt, but
very bad at capturing things separately and independently [20].
It is said that they cannot see the trees for the wood. We con-
sider that other types of people don’t have phonemic awareness
but start enjoying speech communication. They are infants, who
might encounter speech as music in the womb as described in
Section 4.2. This might be the very reason why they can solve
another problem of poverty of stimulus so easily after birth.

5.3. Other findings in studies of the handicapped

Some people show completely a reverse pattern of behaviors to
those of dyslexics. They are autistics and have great difficulty
in perceiving things as Gestalt and it is often said that they can-
not see the wood for the trees. For example, they are much
more likely to have absolute pitch, much less likely to show
the McGurk effect, much better at memorizing semantically un-
related words such as birth dates and telephone numbers, and
much worse at associating an element with others to capture the
holistic quality. In [21], it is explained that autism consists of
a lack of drive towards central coherence and that autistics live
in a fragmented world. It is also known that speech is the most
difficult media for them although it is the easiest for the others.
Musicians with extreme absolute pitch are known to have
some troubles in performing music. Physical realization of the
note A above middle C depends on orchestras and it is some-
times 442 or 445 Hz. For those whose note A is 440 Hz, they
naturally have troubles to cooperate with other members in the
orchestra because the note A of the orchestra is not his/her A.
A Japanese autistic boy wrote a book using PC about his daily
experiences and he wrote that he can recognize his mother’s
speech but cannot recognize the others’, even his father’s [22].
He hears every sound normally but the sounds from which he
can extract linguistic messages are only his mother’s. We won-
der whether he has extreme absolute sense of speech sounds.
In the conventional acoustic modeling framework, when the
language has N phonemes, the acoustic space is fragmented
into N3 sub-spaces and the observations in each sub-space are
modeled independently of those in the others, called triphones.
In some studies, even smaller fragments or units are examined,
called features. We cannot help considering strategic similarity
of processing speech between autistics and the current speech
recognizers, namely, the reductionism. The above Japanese boy
resembles a speaker-dependent speech recognizer. It is well-
known that, in the 90’s, Al researchers found the robots they
built had behavioral similarity to autistic children [23]. Both
were extremely weak at small environmental changes, known as
the frame problem. Some Al researchers and autism therapists
are collaborating together [23]. Speech engineers may have to
face the same problem that Al researchers had and still have.

6. Conclusions

This paper proposed a novel paradigm of speech recognition us-
ing only the phonic differences or the spectral motions based on
the classical theories of linguistics and the well-accepted con-
sensus of neurosciences. The proposed structural representation
of speech can hardly have dimensions indicating the static non-
linguistic factors and it is considered to capture speech as mu-
sic. Experiments of recognizing sequences of isolated vowels
showed the high validity of the proposed method. Furthermore,
we pointed out the behavioral and strategic similarity between
autistics and the current speech recognizers. However, we don’t
deny the conventional paradigm because we can identify an iso-

lated phone using its absolute acoustic properties. We consider
that the conventional paradigm has focused on just one aspect of
speech and that the other aspect should be investigated more in-
tensively and integrated with the conventional method. If read-
ers have any interest in the relations of the acoustic universal
structure to para-linguistic features, they should refer to [24]
because the features can also be represented structurally.
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