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Cognitive Media Processing @ 2015

Today’s menu

® QOverview of text-to-speech conversion
® From speaking machine to reading machine

e Text analysis
¢ Text processing using units of sentences, phrases, and words

® Reading analysis
* Assignment of reading (phonetic symbol + prosody) to each phoneme

* Waveform generation
® Conversion of phonetic symbols + prosody to acoustic waveforms

® Some demos
¢ Unit selection synthesis + HMM-based synthesis
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The world oldest speech generator

® Speaking machine (Kempelen 1791)
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Cognitive Media Processing @ 2015

Difficulty of TTS

* Raw text alone is not sufficient “phonetically” for it to be read.
* How to read Kanji? How to convert Kanji to Hiragana?

* SHOFRIF, EYPFOREICHT U
EM=BVNIRD?2BFETHD?
® Hiragana is similar to phonemic representation. It is enough for TTS?

SH=Z4&£5?22AICE?

o EAIE, EARRDB, EALSD
o FWVH, TeXRKXITM7?

o If text is represented by phonetic symbols, is it enough?

* How about prosodic features which are needed for text-to-speech conversion?

* Intonation, word accent, durational control (speaking rate), etc.

o (B +RATD — B

MNZ]

AUOD

® Only “read™style speech? Only native speech?

e Expressive (emotional) speech

* Non-native speech
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Phones and phonemes

® Phones

® A phone is the minimal unit of speech of any language.
® Phonetic symbols are language-independent and used by phoneticians to
transcribe speech of any language. Defined by by Int. Phonetic Association.

e Should beused Ilke[abcdefg]

Dental l Alveolar

IPostaNeolar

Retrofiex

t

d

L

q,

ll’-

¢ Phonemes

* A phoneme is the minimal unit of speech of a specific language, perceived by

native speakers of that language.

® Phonemic symbols are language-dependent and used by ordinary people to
transcribe speech of that language. Can be defined by a user.

® Should be used like/abcdefg/.

/arajurugeNzituo/ — [erejirigedndzitsio?]
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Overview of text-to-speech conversion
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Cognitive Media Processing @ 2015

Text-to-speech synthesis

e Conversion from any input text to its sound sequence

® In Japanese, Kanji have multiple ways of reading.
¢ Kaniji, Hiragana, Katakana, and Romaji

® Text analysis

¢ Morphological analysis
® An input sentence is divided into words (morphemes).
e Part of speech (mazd) is assigned to each word.

® Syntactic analysis
® Syntactic structure in a sentence is extracted.

® Semantic analysis

* In many cases, it refers to correlation and co-occurrence
among words.

I-lie wrote

noun verb
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Reading analysis

®* Phonemic aspect (segmental aspect of speech)

* Text to phonemic (Hiragana) representation
SHDF#%IE — kyo:nogogowa (E&S5Dd)
* Phonemic representation to phonetic representation
* AUIN) — n,m,ng?

® Some vowels have to be unvoiced.
[ ]

® Prosodic aspect (supra-segmental aspect of speech)
* Word-level processing
e Word accent, accent sandhi in compound words
® Phrase-level processing
® Accent sandhi in connected words of a phrase
® Sentence-level processing
e Emphasis, phrasing
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Raw text to Hiragana (phonemes)

* Two different reading styles of Japanese

* On(&/# > )-reading and Kun(ill/< A)-reading
o EEZD (W), £2% (&) , & (41, &F) ,
& and N\
o (&in FAlE : “wa”, not“h a@”
o ANin KEAN I “e"not“he”
Lengthened vowels
o B (L&S>H3) :‘sho:mo:
o BRE (ZWAY) :e:ga
o KPR (BHEH) :o:saka
Geminate consonant sounds (especially in numerical expressions)
o —%& (WLW> M A, ikkan) k becomes long (long consonant).
Euphonic change of an unvoiced consonant to its voiced version (3E5)
o STHRI (RE+D DA ED D)
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Numerical expressions

¢ Two different ways of reading numerical expressions
* 03-5841-6662 : digit by digit
» 123,456 yen : use of places, e.g. 12/33F48H51+6H

® Sound changes that are unique to numerical expressions
® 523isnot & [ STAbutZHKICWSA

®* Geminate consonant sounds
o =K WE+FA-WoIFEA
o lecm: WE+HBALE-WHOBAS
» Euphonic change of unvoiced consonant to its voiced version (:E&)
o =K ZTATIFEA-SZTAIFA
o =fE  SA+HIVST ANV
o =[] : TA+MNST AN
® Exceptional cases
o —H ! DWkt (WEICE is OK)
e “H:32h (Tt is OK)
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Phoneme symbols to phonetic symbols

e Some vowels become unvoiced

* If a vowel is surrounded by unvoiced consonants, it often become unvoiced.
o 7YhH (ashika) , TvEY (eNpitsu) , AFT+* (sukiyaki) etc

* Nasalized consonants

o KXt (MR ULEAWL P, kabushikigaisha)
e Syllabic nasal (&%, A)

o FitkE (RAADA)

e [m] before p, b, and m
¢ [ng] before k, g, and ng
e [n] before t, d, n, and pause
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Non-linguistic symbols and short forms

® Have to be converted into their phoneme sequences

°* %, kg, @
e HMM, IT, IEEE
® Unknown words

® Person’s names, city names (proper nouns)
* Their reading have to be predicted using linguistic knowledge.
e Grapheme-to-phoneme conversion
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Reading analysis

®* Phonemic aspect (segmental aspect of speech)

* Text to phonemic (Hiragana) representation
SHDF#%IE — kyo:nogogowa
* Phonemic representation to phonetic representation
* AUIN) — n,m,ng?

® Some vowels have to be unvoiced.
[ ]

® Prosodic aspect (supra-segmental aspect of speech)
* Word-level processing
e Word accent, accent sandhi in compound words
® Phrase-level processing
® Accent sandhi in connected words of a phrase
® Sentence-level processing
e Emphasis, phrasing
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JEITA format

¢ Japan Electronics and Information Technology Industries Association

® Text format designed specially for TTS input.
® Proposed as standard and recommended by JEITA
o Examples
* 2006 FDAEICLDE, HAZET, #33%DZIREH, XY NZ8H->TWBZES T,

o ZEyvAURY/FavY I, ZRvEYAVT, YOI UT Y=tV H
JSNTAH, RYSNFTAYTAILY TT R,

e —t'yAOVXRYV/IFAa—Y=3)Ls =K’y €AV FT VoI rIva—-YrIN—t
NS NAT=A RYNAIDYTAIVY —T R%.

o Ry NERIEDELSICEZBZADEZ 1=, Ry NEEOFUWEI RIS, £FENX
L7,

o RYKNFAVI/IADZAVATIIVENATIIIA, Ry NAY LI/ TPIZA
XRAE, INLIYVY,

oR'YKNAINYY/IA—ZAVAIILED N TIHFIA RYNA'VLY/ IS
'—IE'VRAEIVVLY V%Y.
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Text-to-speech synthesis

e Conversion from any input text to its sound sequence
* In Japanese, multiple ways of reading have to be dealt with.

¢ Kaniji, Hiragana, Katakana, and Romaji

® Text analysis
¢ Morphological analysis

® An input sentence is divided into words (morphemes)

e Part of speech (mazd) is assigned to each word.
® Syntactic analysis

® Syntactic structure in a sentence is extracted.
® Semantic analysis

* In many cases, it refers to correlation analysis of
e words that occur frequently.
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Three methods of waveform generation

¢ Unit selection synthesis
®* A huge number of waveform units (templates) are stored in a database.
* Adequate selection of waveform units is done based on input text.
® The selected units are smoothly concatenated.
¢ Additional pitch modification is often needed.

* HMM-based synthesis

* Akind of “unit selection” synthesis
e Units are not waveform units but spectrum units
* A huge number of context-dependent phoneme HMMs are stored in a database.
* Adequate selection of HMMs is done based on input text.
® The selected HMMs are concatenated.
¢ Pitch is realized by generating a source signals based on the desired pitch pattern.

® DNN-based synthesis
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A diagram of unit selection synthesis

Unit-selection synthesis (USS) (1) l
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Unit selection synthesis

® A speech corpus is segmented using some linguistic units.
® Phoneme, syllable, or in-between?

* Adequate selection of waveform units is done based on text input.
e How to select adequate units?

® The selected units are smoothly concatenated.
e |f waveform units of the desired pitch level are not found, how to prepare the units?

““omoshirokatta desu ne '

‘habikoru/ - /harumeku/ /lchlrizuka/

DO Q@

/kabuklza/  /katazukeru/  /habikeru/
®@® ('D @
BT. ARE®EER sharikiru/




~ Cognitive Media Processing@2015
Unit selection synthesis

® A speech corpus is segmented using some linguistic units.

® Phoneme, syllable, and VCV units
® Prosodic attributes are also considered (added) in labeling. VCV
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Unit selection synthesis

* Adequate selection of waveform units is done based on text input.
® A cost function is defined and the unit that can minimize the cost is selected.
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~ Cognitive Media Processing@2015
Unit selection synthesis

® The selected units are smoothly concatenated.

® Pitch change is realized by PSOLA (Pitch Synchronous OverLap and Add)
e Pitch waveforms are concatenated with overlap using required intervals.

Decrease of the pitch ~
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A diagram of unit selection synthesis

Unit-selection synthesis (USS) (1) l
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HMM as generative model

CLOSURE BURST RELEASE VOWE

Probabilistic generative model

State transition is modeled as transition probability.
Output features are modeled as output probability.

(©)1998, K.Takeda, N.Minematsu and T.Shimizu
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A diagram of HMM-based synthesis

HMM-based speech synthesis system (HTS) |
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~ Cognitive Media Processing @2015
HMM-based synthesis

e Text -> HMM seq. -> most likely state seq. -> most likely spectrum seq,.
® Spectrum seq. = adaptive filter
* By inputing source signals to the filter, waveforms can be obtained.

Mel-cepstral coefficients

Spectrum part < Acy A Mel-cepstral coefficients

AA Mel-cepstral coefficients

P log FO
Excitation part < Opy A'log FO
5°py AA log FO




Spectrum generated from HMMs

e Text -> HMM seq. -> most likely state seq. -> most likely spectrum seq,.

® The most likely spectrum from a state = mean vector (spectrum) of the state
--> the spectrum sequence has to have stepwise abrupt changes.
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Spectrum generated from HMMs

e Text -> HMM seq. -> most likely state seq. -> most likely spectrum seq,.

® The most likely spectrum from a state = mean vector (spectrum) of the state
--> the spectrum sequence has to have stepwise abrupt changes.
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Static features and dynamic features

e Maximum likelihood generation of Cep sequences with constraints

* ACep = velocity components, AACep = acceleration components

e Cep + ACep + AA Cep are used as features of HMM

e What is needed is a sequence of Cep that is adequate for input text.
e Cep sequence is generated by using A and A features as constraint.
® Likelihood of ACep + AACep should be increased as well as that of Cep.
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Context used for HMM for synthesis

® Context-dependent phoneme HMMs for ASR

® Context = left phoneme and right phoneme
e /al -> i-atb, u-a+t, h-a+l, ....

o #triphones = N XN x N (N : number of phonemes)

® Context-dependent phoneme HMMs for TTS

* Context = left phoneme, right phoneme + so many linguistic factors

* #context-dependent-phonemes = logically infinite !?

® HMMs for TTS are by far much finer than HMMs for ASR.

Table 1: Context labels adopted in Japanese HTS

Previous phoneme identity
Current phoneme identity
Next phoneme identity

Position of the current mora in the current accent phrase

Difference between accent type

and position of the current mora
POS of the previous word
Inflected form of the previous word
Conjugation type of the previous word
POS of the current word
Inflected form of the current word
Conjugation type of the current word
POS of the next word
Inflected form of the next word
Conjugation type of the next word
Number of morae of the previous accent phrase
Accent type of the previous accent phrase

Connection intensity between the previous accent phrase

and the current accent phrase
Pause existence between

the previous accent phrase and the current accent phrase

Number of morae in the current accent phrase
Accent type in the current accent phrase

Connection intensity between the previous accent phrase

and the next accent phrase
Position of the current accent phrase
in the current breath group
Interrogative sentence or not
Number of morae of the next accent phrase
Accent type of the next accent phrase

Connection intensity between the next accent phrase

and the current accent phrase
Pause existence between

the next accent phrase and the current accent phrase

e

Number of morae of the previous breath group
Number of morae of the current breath group
Position of the current breath group in the sentence
Number of morae of the next breath group
Number of morae of the sentence
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A diagram of HMM-based synthesis
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DNN-based TTS

* Text-features = DNN = spectrum features = waveform
® HMM-based TTS prepares one HMM for each phoneme.

® DNN-based TTS trains a big DNN for every phoneme (entire text).

text analysis

A

Input text

waveform

A

waveform gen.
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¢ Theme-2 qr tu
* Speech communication technology - articulatory & acoustic phonetics -  VWXYyz
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® Theme-3
* A new framework for “human-like” speech machines #1
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* A new framework for “human-like” speech machines #4
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Assignment

¢ Assignment

® Read a research paper related to the second four lectures of this class.
e Submit your summarization and your comments in addition to the paper.
® Phonetics, speech science, and speech technology
¢ All the materials used in the lectures are available at:
® http://www.gavo.t.u-tokyo.ac.jp/~mine/japanese/media2019/class.html
® Length
e Afew pages of A4 size.
® Submission

® Your report should be sent to mine@gavo.t.u-tokyo.ac.jp in the form of PDF.
® The filenames must be in the following format.

® 36-302439 nobuaki-minematsu.pdf (summary and comments)

® 36-302439 paper.pdf (paper)

e [student_id] [name].pdf and [student_id] paper.pdf

® The subject of your mail should be "CMP assignment 2"

o Deadline = 23:59:59 on Dec 10.

® You have two weeks to go.
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