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VI = children’s active imitation of parents’ utterances 
Language acquisition is based on vocal imitation [Jusczyk’00]. 

VI is very rare in animals. No other primate does VI [Gruhn’06]. 

Only small birds, whales, and dolphins do VI [Okanoya’08]. 

A’s VI = acoustic imitation but H’s VI = acoustic = ?? 
Acoustic imitation performed by myna birds [Miyamoto’95] 

They imitate the sounds of cars, doors, dogs, cats as well as human voices. 

Hearing a very good myna bird say something, one can guess its owner. 

Beyond-scale imitation of utterances performed by children 
No one can guess a parent by hearing the voices of his/her child. 

Very weird imitation from a viewpoint of animal science [Okanoya’08].

Language acquisition through vocal imitation

?



Claims from a professor of animal sciences

Dr. Temple Grandin @ Colorado State University 
She is herself autistic (Asperger syndrome). 

Autistics often imitate the utterances of TV/radio commercials. 
TV/radio often gives “acoustically” identical utterances. 

The utterances from family members change “acoustically” time to time. 

They often imitate the sounds of objects such as cars, doors, etc. 
These sounds, including human voices, are just acoustic sounds. 

Interesting claims from her 
Similarity of information processing between animals and autistics 

Storing the detailed aspects of input stimuli as they are in the brain 
Animal : local / detail / absolute 

Human : holistic / abstract / relative 

Good ability to generalize



Relative pitch vs. relative timbre
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Key-invariant arrangement of tones and its variants 

Spk-invariant arrangement of vowels and its variants

Western = 5 whole + 2 semi 

D to I = classical church music 

Arabic = with non-semi intervals 
Western music in Arabic scale

Relative pitch vs. relative timbre
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People with RP who can transcribe a melody cannot 
label a single tone using a pitch name or a syllable name. 

Who cannot label a single speech sound (vowel sound)? 

Identification of vowels produced by giants and fairies 
Difficult to label isolated vowel sounds [Aoki’04] 

Possible to transcribe a meaningless sequence of morae [Hayashi’07]

What’s difficult only with relative timbre?
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Another difficult task for RP listeners

Difficult task for those who cannot transcribe a melody 
Keep the third tone in a given melody in mind. Then, raise your 
hand if you find the same tone in a new melody. 

If symbolic labeling is difficult, this task is very difficult. 

Difficult task for the speech version of these people 
Keep the third sound in a given utterance in mind. Then, raise your 
hand if you find the same sound in a new utterance. 

If symbolic labeling is difficult, this task is very difficult.

In E-speaking countries, 
there have to be people 

who have severe troubles 
in reading and writing?



“Separately brought up identical twins” 

The parents get divorced immediately after the birth. 
The twins were brought up separately by the parents. 

What kind of pron. will the twins have acquired 5 years later?

? ?
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Diff. of VTL = Diff. of timbre

Diff. of regional accents = Diff. of timbre

The machines that don’t learn 
what infants don’t learn.



De facto standard acoustic analysis of speech

Feature separation to find specific info.

speech
waveforms

phase
characteristics

amplitude
characteristics

source
characteristics

filter
characteristics

Insensitivity to 
phase differences
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Two acoustic models for speech/speaker recognition 
Speaker-independent acoustic model for word recognition 

   

Text-independent acoustic model for speaker recognition 
  

Require intensive collection 
                    is possible or not?
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Complete transform-invariance

Complete invariance between two spaces 
An assumption 

The transform is convertible and differentiable anywhere. 

An event in a space should be represented as distribution. 
Event p in space A is transformed into event P in space B 

p and P are physically different (/a/ of speaker A and /a/ of speaker B)
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Complete transform-invariance

Any general expression for invariance?[Qiao’10] 
BD is just one example of invariant contrasts. 

f-divergence is invariant with any kind of transformation. 

  

  

  

Invariant features have to be f-divergence. 
If                                    is invariant with any transformation, 

The following condition has to be satisfied.
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Invariance in variability

Topological invariance [Minematsu’09] 
Topology focuses on invariant features wrt. any kind of deformation.



Utterance to structure conversion using f-div. [Minematsu’06] 

  
An event (distribution) has to be much smaller than a phoneme.
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Invariant and constant perception wrt. color and pitch 
Contrast-based information processing is important. 

Holistic & relational processing enables element identification.

Invariant timbre perception against its bias

 

A scale in LilyPond
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Invariant and constant perception wrt. timbre 
Contrast-based information processing is important. 

Holistic & relational processing enables element identification.
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Sequence of distributions

Structuralization by interrelating temporally-distant events



A claim found in classical linguistics

Theory of relational invariance [Jakobson+’79] 
Also known as theory of distinctive feature 

Proposed by R. Jakobson

We have to put aside the accidental properties of 
individual sounds and substitute a general expression 
that is the common denominator of these variables.

Physiologically identical sounds may possess different 
values in conformity with the whole sound system, i.e. 
in their relations to the other sounds.

c 1 

c 3 c 2 

c 4 

c D 



Cognitive Media Processing @ 2015

A new framework for “human-like” 
speech machines #3

Nobuaki Minematsu



Cognitive Media Processing @ 2015

Title of each lecture
• Theme-1 

• Multimedia information and humans 
• Multimedia information and interaction between humans and machines 
• Multimedia information used in expressive and emotional processing 
• A wonder of sensation - synesthesia - 

• Theme-2 
• Speech communication technology - articulatory & acoustic phonetics - 
• Speech communication technology - speech analysis - 
• Speech communication technology - speech recognition - 
• Speech communication technology - speech synthesis - 

• Theme-3 
• A new framework for “human-like” speech machines #1 
• A new framework for “human-like” speech machines #2 
• A new framework for “human-like” speech machines #3 
• A new framework for “human-like” speech machines #4

c 1 

c 3 c 2 

c 4 

c D 



Menu of the last four lectures

Robust processing of easily changeable stimuli 
Robust processing of general sensory stimuli 

Any difference in the processing between humans and animals? 

Human development of spoken language 
Infants’ vocal imitation of their parents’ utterances 

What acoustic aspect of the parents’ voices do they imitate? 

Speaker-invariant holistic pattern in an utterance 
Completely transform-invariant features -- f-divergence -- 

Implementation of word Gestalt as relative timbre perception 

Application of speech structure to robust speech processing 

Radical but interesting discussion 
A hypothesis on the origin and emergence of language 

What is the definition of “human-like” robots?



Utterance to structure conversion using f-div. [Minematsu’06] 

  
An event (distribution) has to be much smaller than a phoneme.
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Application of structures to ASR

A simple framework for isolated word recognition

Cepstrum distribution
sequence (HMM)

Structure (distance matrix)

Speech signal

Cepstrum vector sequence

Distances of distributions

0
0

0
0

0

Statistical structure model

Word 1

Word 2

Word Ns = (s  , s  , ... )1 2



Two big problems 
Too strong invariance (two different words can be the same.) 

Multi-Stream Structuralization to constrain the invariance [Asakawa’08] 

Too high dimension (N events leads to an NC2 dimensional vector.) 
2-stage LDA to reduce the dimension effectively [Asakawa’08] 

The invariance only wrt. speaker differences 
A mathematical model for VTL differences [Pitz,05] 

The invariance only wrt. any kind of band matrix (              )

Application of structures to ASR

3.2. A problem of too strong invariance

With any transformation, linear or non-linear, the structural invari-
ance is satisfied. This robust invariance is very effective to remove
the non-linguistic variations from speech acoustics. However, it will
be so strong that it should cause a critical problem, where a word and
another linguistically different word are treated as identical. This too
strong invariance should decrease the performance easily. Some con-
straints have to be introduced to restrict allowable transformations.

We focused on A, the rotation, and any A cannot change the
structure. What kind of A is required to be considered if we want
to model only the speech variations caused by the vocal tract length
difference. In [10], to model the effect of the vocal tract length, A is
formulated as follows.

A =

0
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where α is a warping parameter and |α| < 1. If α is sufficiently
small, αn with high order n can be ignored, and matrix A has
non-zero elements only in and near the diagonal. If we adopt the
structural recognition framework of Figure 2 as it is, an utterance
and its transformed version with a completely different matrix from
Equation (4) are judged as identical. This is the critical problem and
we have to solve it.

If a structure in a space is projected into one of its sub-spaces,
the projected structure will naturally change through transformation.
By hypothesizing that the structural invariance is still satisfied in
the sub-space, geometrically speaking, the allowable transforma-
tions are restricted. This hypothesis is easily introduced into the
structural matching procedure by separating a cepstrum stream into
multiple independent sub-streams. Then, a structure is constructed
for each sub-stream, called multiple stream structuralization.

Why do we consider multiple stream structuralization? We have
a very good and strong reason. (cT ,∆cT )T is a feature vector here,
where c = (c1 , c2 , · · · , cM )T is a cepstrum vector and ∆c =
(∆c1 , ∆c2 , · · · , ∆cM )T is its derivative. BD is invariant to any
common affine transformation;
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satisfies the invariance.

If the feature vector is divided into two streams, c and ∆c, BD
is invariant in each sub-space.

c′ = A11c + b1 (6)
∆c′ = A22∆c + b2 (7)

In this case, A12 and A21 can be regarded as 0 in Equation (5), and
the rotation of structure is considered separately in each sub-space.
Dividing the feature vector into lower-dimensional sub-vectors as-
sumes more of the upper and lower triangular elements of A to be
zero. The multiple stream structuralization is regarded as good con-
straints on the allowable transformations of the structure.

If the proposed framework in Figure 2 is adopted as it is, it will
cause a problem of too strong invariance. To solve this, by trans-
lating the algebraic constrains of Equation (4) into its correspond-
ing geometrical constraints, they are introduced into the structural

Table 1. Acoustic conditions for the analysis
sampling 16bit / 16kHz
window 25 ms length and 4 ms shift
parameters Mel cepstrum (1 to 12) + ∆ (1 to 12)
distribution 1-mixture Gaussian with a diagonal matrix

Input speech

HMM parameter estimation

Mel-cepstrum analysis

Parameter division
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. .. .
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Cepstrum streams

. .. .
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Cepstrum vector sequence

Distribution sequence
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Fig. 3. Structuralization with parameter division

speech recognition. In this paper, only uniform division is tentatively
examined. A feature vector is divided into a group of sub-vectors of
the same number of dimensions. The total distance between two
structures is calculated by accumulating structural sub-distances ob-
tained in the individual sub-spaces.

4. EXPERIMENTS

4.1. Experimental set-up

In order to investigate the fundamental characteristics of the pro-
posed framework, utterances of connected vowels were adopted as
recognition task. Vowel sounds are known to be much more depen-
dent on speakers acoustically than consonant sounds. The number
of vowels in an utterance was set to 5; V1-V2-V3-V4-V5, where
Vi "=Vj . Since Japanese has 5 vowels, /aiueo/, Perplexity was 5P5

(120). 8 male and 8 female adult speakers joined the recording and
5 utterances were recorded for each of the 120 words. The total
number of utterances was 9,600. The samples from 4 males and 4
females were used for training and the others for testing. In our pre-
vious study [3], only a single speaker was used for training. In this
work, however, as the required number of utterances was so large,
multiple speakers were used for training. The conditions for acous-
tic analysis and HMM parameter estimation are shown in Table 1.

4.2. Parameter division

The parameter division discussed in the previous section was carried
out after estimating the distribution sequence (Figure 3).

The left side of Figure 2 is replaced by Figure 3. If a speech
stream was treated as two separate sub-streams of cepstrum and its
∆, two structures were always calculated. The parameter division
was further carried out to introduce additional constraints, where the
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where α is a warping parameter and |α| < 1. If α is sufficiently
small, αn with high order n can be ignored, and matrix A has
non-zero elements only in and near the diagonal. If we adopt the
structural recognition framework of Figure 2 as it is, an utterance
and its transformed version with a completely different matrix from
Equation (4) are judged as identical. This is the critical problem and
we have to solve it.

If a structure in a space is projected into one of its sub-spaces,
the projected structure will naturally change through transformation.
By hypothesizing that the structural invariance is still satisfied in
the sub-space, geometrically speaking, the allowable transforma-
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straints on the allowable transformations of the structure.
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speech recognition. In this paper, only uniform division is tentatively
examined. A feature vector is divided into a group of sub-vectors of
the same number of dimensions. The total distance between two
structures is calculated by accumulating structural sub-distances ob-
tained in the individual sub-spaces.

4. EXPERIMENTS

4.1. Experimental set-up

In order to investigate the fundamental characteristics of the pro-
posed framework, utterances of connected vowels were adopted as
recognition task. Vowel sounds are known to be much more depen-
dent on speakers acoustically than consonant sounds. The number
of vowels in an utterance was set to 5; V1-V2-V3-V4-V5, where
Vi "=Vj . Since Japanese has 5 vowels, /aiueo/, Perplexity was 5P5

(120). 8 male and 8 female adult speakers joined the recording and
5 utterances were recorded for each of the 120 words. The total
number of utterances was 9,600. The samples from 4 males and 4
females were used for training and the others for testing. In our pre-
vious study [3], only a single speaker was used for training. In this
work, however, as the required number of utterances was so large,
multiple speakers were used for training. The conditions for acous-
tic analysis and HMM parameter estimation are shown in Table 1.

4.2. Parameter division

The parameter division discussed in the previous section was carried
out after estimating the distribution sequence (Figure 3).

The left side of Figure 2 is replaced by Figure 3. If a speech
stream was treated as two separate sub-streams of cepstrum and its
∆, two structures were always calculated. The parameter division
was further carried out to introduce additional constraints, where the
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VTLD =     matrix A

Vocal tract length difference 
Can be approximated as multiplication of matrix A in cep. domain. 

A is represented with warping parameter   .

DIRECTIONAL DEPENDENCY OF CEPSTRUM ON VOCAL TRACT LENGTH
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ABSTRACT

In this paper, we prove that the direction of cepstrum vectors strongly

depends on vocal tract length and that this dependency is represented

as rotation in the n dimensional cepstrum space. In speech recogni-
tion studies, vocal tract length normalization (VTLN) techniques are

widely used to cancel age- and gender-differences. In VTLN, a fre-

quency warping is often carried out and it can be implemented as

a linear transformation in a cepstrum space; ĉ = Ac. However,
the geometric properties of this transformation matrix A have not

been well discussed. In this study, its properties are made clear us-

ing n dimensional geometry and it is shown that the matrix rotates
any cepstrum vector similarly and apparently. Experimental results

using resynthesized speech demonstrate that cepstrum vectors ex-

tracted from a speaker of 180 [cm] in height and those from another

speaker of 120 [cm] in height are reasonably orthogonal. This result

makes clear one of the reasons why children’s speech is very difcult

for conventional speech recognizers to deal with adequately.

Index Terms— frequency warping, cepstrum, rotation, rotation

matrix, vocal tract length

1. INTRODUCTION

Speech acoustics vary due to differences in gender, age, microphone,

room, lines, and a variety of factors. These factors strongly inuence

the accuracy of speech recognition. To deal with these variations,

usually, thousands of speakers in different conditions are prepared

to train acoustic models of the individual phonemes; called speaker-

independent (SI) system. However, the recognition accuracy of SI

systems is sometimes very low for certain individuals, such as chil-

dren. It means that the SI systems are not really SI.

To overcome the above problem, speaker normalization has been

used in many systems. Speaker normalization techniques can be di-

vided into two approaches; one based on subtraction or taking dif-

ferential and the other based on transformation. Cepstrum mean nor-

malization (CMN) and the use of∆cepstrums correspond to the for-
mer, and vocal tract length normalization (VTLN) to the latter.

In CMN, the long-term average of the cepstrum is subtracted

from each cepstrum frame [1]. This helps eliminate changes created

not only by differences among individuals, but also by channel dif-

ferences. The use of ∆cepstrums is also based on subtracting the
cepstrum of the previous frame from that of the current one.

VTLN techniques are widely used to cancel the difference of vo-

cal tract length (VTL) [2]. In VTLN, the transformation matrix in a

cepstrum space is estimated and used to transform the VTL of an in-

put speaker to a predened value. In this paper, a special emphasis is

put on the transformation matrix, whose geometrical properties have

not been well discussed. We mathematically and experimentally in-
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Fig. 1. Examples of frequency warping functions for different values

of α. α < 0 transforms VTL shorter and α > 0 does VTL longer.

vestigate how the transformation matrix inuences cepstrum vectors

and their∆s and∆∆s.

2. DIFFERENCE IN VTL AND ITS EFFECTS

2.1. Frequency warping

The difference in VTL is often modeled by a warping function in

a spectrum space. We employ a rst order all-pass transform as a

warping function here. The all-pass transform is described as

ẑ−1 =
z−1 − α
1 − αz−1

, z = ejω, ẑ = ejω̂, (1)

where α is a warping parameter and |α| < 1; ω and ω̂ are frequen-
cies before and after transformation, respectively. In case of α < 0,
formants are shifted to be lower and the VTL is transformed to be

longer. α > 0 brings about the opposite effect. Figure 1 shows a
few examples of warping functions.

2.2. Linear modeling of frequency warping

We now describe a frequency warping by a linear transformation.

Emori [3] converted a frequency warping of Equation 1 to a linear

transformation in a cepstrum space. If power coefcients (c0 and ĉ0)

are not considered, a frequency warping can be expressed as

ĉ = A c, (2)
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ABSTRACT

In this paper, we prove that the direction of cepstrum vectors strongly

depends on vocal tract length and that this dependency is represented

as rotation in the n dimensional cepstrum space. In speech recogni-
tion studies, vocal tract length normalization (VTLN) techniques are

widely used to cancel age- and gender-differences. In VTLN, a fre-

quency warping is often carried out and it can be implemented as

a linear transformation in a cepstrum space; ĉ = Ac. However,
the geometric properties of this transformation matrix A have not

been well discussed. In this study, its properties are made clear us-

ing n dimensional geometry and it is shown that the matrix rotates
any cepstrum vector similarly and apparently. Experimental results

using resynthesized speech demonstrate that cepstrum vectors ex-

tracted from a speaker of 180 [cm] in height and those from another

speaker of 120 [cm] in height are reasonably orthogonal. This result

makes clear one of the reasons why children’s speech is very difcult

for conventional speech recognizers to deal with adequately.

Index Terms— frequency warping, cepstrum, rotation, rotation

matrix, vocal tract length

1. INTRODUCTION

Speech acoustics vary due to differences in gender, age, microphone,

room, lines, and a variety of factors. These factors strongly inuence

the accuracy of speech recognition. To deal with these variations,

usually, thousands of speakers in different conditions are prepared

to train acoustic models of the individual phonemes; called speaker-

independent (SI) system. However, the recognition accuracy of SI

systems is sometimes very low for certain individuals, such as chil-

dren. It means that the SI systems are not really SI.

To overcome the above problem, speaker normalization has been

used in many systems. Speaker normalization techniques can be di-

vided into two approaches; one based on subtraction or taking dif-

ferential and the other based on transformation. Cepstrum mean nor-

malization (CMN) and the use of∆cepstrums correspond to the for-
mer, and vocal tract length normalization (VTLN) to the latter.

In CMN, the long-term average of the cepstrum is subtracted

from each cepstrum frame [1]. This helps eliminate changes created

not only by differences among individuals, but also by channel dif-

ferences. The use of ∆cepstrums is also based on subtracting the
cepstrum of the previous frame from that of the current one.

VTLN techniques are widely used to cancel the difference of vo-

cal tract length (VTL) [2]. In VTLN, the transformation matrix in a

cepstrum space is estimated and used to transform the VTL of an in-

put speaker to a predened value. In this paper, a special emphasis is

put on the transformation matrix, whose geometrical properties have

not been well discussed. We mathematically and experimentally in-
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Fig. 1. Examples of frequency warping functions for different values

of α. α < 0 transforms VTL shorter and α > 0 does VTL longer.

vestigate how the transformation matrix inuences cepstrum vectors

and their∆s and∆∆s.

2. DIFFERENCE IN VTL AND ITS EFFECTS

2.1. Frequency warping

The difference in VTL is often modeled by a warping function in

a spectrum space. We employ a rst order all-pass transform as a

warping function here. The all-pass transform is described as

ẑ−1 =
z−1 − α
1 − αz−1

, z = ejω, ẑ = ejω̂, (1)

where α is a warping parameter and |α| < 1; ω and ω̂ are frequen-
cies before and after transformation, respectively. In case of α < 0,
formants are shifted to be lower and the VTL is transformed to be

longer. α > 0 brings about the opposite effect. Figure 1 shows a
few examples of warping functions.

2.2. Linear modeling of frequency warping

We now describe a frequency warping by a linear transformation.

Emori [3] converted a frequency warping of Equation 1 to a linear

transformation in a cepstrum space. If power coefcients (c0 and ĉ0)

are not considered, a frequency warping can be expressed as

ĉ = A c, (2)
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From Pitz [4], the element aij of matrix A can be written using the

warping parameter α as

aij =
1

(j − 1)!
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j
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× (m + i − 1)!
(m + i − j)!

(−1)mα(2m+i−j), (4)

where  
j
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!
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(
jCm (j ≥ m)

0 (j < m).
(5)

3. ROTATION IN A CEPSTRUM SPACE

3.1. Rotation in a two dimensional cepstrum space

In this section, we discuss the properties of matrix A in Equation

(3) geometrically. To facilitate the discussion, at rst, we focus on

the rst and second dimensions of the cepstrum space. Then, the

discussion will be expanded into n dimensions.
In the two dimensional space, Equation (2) is
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ĉ1

ĉ2

«
=

„
1−α2 2α−2α3

−α+α3 1−4α2+3α4
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«
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We call the transformation matrix in Equation (6) as T , and T can

be decomposed into

T = R + O, (7)

where

R =

„
1−2α2 2α(1− 1

2α2)
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Fig. 3. Vector led given by Equation (12) for α = 0.2.

R can be viewed as a rotation matrix in a two dimensional space by

well-known approximation that (1 + t)k $ 1 + kt, i.e.

R $
„

1−2α2 2α
√

1−α2

−2α
√

1−α2 1−2α2

«
(10)

=

„
cos 2θ sin 2θ
− sin 2θ cos 2θ

«
(α = sin θ). (11)

R is a rotation matrix and it rotates clockwise any vector by 2θ ar-
round the original point.

On the other hand, we can say thatO has a very small inuence

on transformation by T because |α| < 1 and three elements of O
are composed of αn where n ≥ 2. Hence, transformation in a two
dimensional space by T nearly equals transformation by matrix R,
i.e. rotation. Figure 2 shows how a trapezoid in a two dimensional

space is transformed by T , R and O. Three large trapezoids drawn
by solid, dotted, and dashed lines are the ones before and after trans-

formation by T and R with α = 0.2. A small quadrilateral around
the origin is the one transformed by O. It is clearly shown that a
trapezoid is rotated clockwise after transformation by T and this ro-

tation is reasonably similar to that of transformation by R. O has a

very small inuence, where all the points in a space are compressed

around the origin becauseO is close to a zero matrix.

Figure 3 shows the properties of T graphically from another

viewpoint, which is a vector eld given by vector-valued function;

y = (T − I)c = ĉ − c, (12)

where I is a two-dimensional identity matrix. y represents the in-
uence at each point caused by transformation T because matrix

(T − I) means the difference between before and after the transfor-
mation. From Figure 3, the vector eld given by Equation (12) looks

like a vortex. It means that T has a strong function of rotation.

3.2. Rotation in an n dimensional cepstrum space

In an n dimensional space, it is not so easy to extract the rotation
properties from a given transformation matrix as in the case of a 2

dimensional space. Then, in this section, on the basis of the general

denition of n dimensional rotation matrix, the geometrical prop-
erties of A are examined. Rotation matrix R is generally dened

as

RtR = RRt = I (13)

det R = +1. (14)
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Fig. 2. Effects of transformations of T ,R, andO for α = 0.2.
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3.2. A problem of too strong invariance

With any transformation, linear or non-linear, the structural invari-
ance is satisfied. This robust invariance is very effective to remove
the non-linguistic variations from speech acoustics. However, it will
be so strong that it should cause a critical problem, where a word and
another linguistically different word are treated as identical. This too
strong invariance should decrease the performance easily. Some con-
straints have to be introduced to restrict allowable transformations.

We focused on A, the rotation, and any A cannot change the
structure. What kind of A is required to be considered if we want
to model only the speech variations caused by the vocal tract length
difference. In [10], to model the effect of the vocal tract length, A is
formulated as follows.

A =

0

BBBBBB@

1 α α2 α3 · · ·
0 1 − α2 2α − 2α3 · · · · · ·
0 −α + α3 1 − 4α2 + 3α4 · · · · · ·
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1
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, (4)

where α is a warping parameter and |α| < 1. If α is sufficiently
small, αn with high order n can be ignored, and matrix A has
non-zero elements only in and near the diagonal. If we adopt the
structural recognition framework of Figure 2 as it is, an utterance
and its transformed version with a completely different matrix from
Equation (4) are judged as identical. This is the critical problem and
we have to solve it.

If a structure in a space is projected into one of its sub-spaces,
the projected structure will naturally change through transformation.
By hypothesizing that the structural invariance is still satisfied in
the sub-space, geometrically speaking, the allowable transforma-
tions are restricted. This hypothesis is easily introduced into the
structural matching procedure by separating a cepstrum stream into
multiple independent sub-streams. Then, a structure is constructed
for each sub-stream, called multiple stream structuralization.

Why do we consider multiple stream structuralization? We have
a very good and strong reason. (cT ,∆cT )T is a feature vector here,
where c = (c1 , c2 , · · · , cM )T is a cepstrum vector and ∆c =
(∆c1 , ∆c2 , · · · , ∆cM )T is its derivative. BD is invariant to any
common affine transformation;

„
c′

∆c′

«
=

„
A11 A12

A21 A22

« „
c

∆c

«
+

„
b1

b2

«
(5)

where any of A =

„
A11 A12

A21 A22

«
satisfies the invariance.

If the feature vector is divided into two streams, c and ∆c, BD
is invariant in each sub-space.

c′ = A11c + b1 (6)
∆c′ = A22∆c + b2 (7)

In this case, A12 and A21 can be regarded as 0 in Equation (5), and
the rotation of structure is considered separately in each sub-space.
Dividing the feature vector into lower-dimensional sub-vectors as-
sumes more of the upper and lower triangular elements of A to be
zero. The multiple stream structuralization is regarded as good con-
straints on the allowable transformations of the structure.

If the proposed framework in Figure 2 is adopted as it is, it will
cause a problem of too strong invariance. To solve this, by trans-
lating the algebraic constrains of Equation (4) into its correspond-
ing geometrical constraints, they are introduced into the structural

Table 1. Acoustic conditions for the analysis
sampling 16bit / 16kHz
window 25 ms length and 4 ms shift
parameters Mel cepstrum (1 to 12) + ∆ (1 to 12)
distribution 1-mixture Gaussian with a diagonal matrix

Input speech

HMM parameter estimation

Mel-cepstrum analysis

Parameter division

Structure
vector

. .. .

stream 1 stream K

. .. .

Cepstrum streams

. .. .

stream 1 stream K

. .. .

Delta Cepstrum streams

BD calc. BD calc. BD calc. BD calc.

Structure
vector

Structure
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Structure
vector

Cepstrum vector sequence

Distribution sequence

. .. . . .. .

Fig. 3. Structuralization with parameter division

speech recognition. In this paper, only uniform division is tentatively
examined. A feature vector is divided into a group of sub-vectors of
the same number of dimensions. The total distance between two
structures is calculated by accumulating structural sub-distances ob-
tained in the individual sub-spaces.

4. EXPERIMENTS

4.1. Experimental set-up

In order to investigate the fundamental characteristics of the pro-
posed framework, utterances of connected vowels were adopted as
recognition task. Vowel sounds are known to be much more depen-
dent on speakers acoustically than consonant sounds. The number
of vowels in an utterance was set to 5; V1-V2-V3-V4-V5, where
Vi "=Vj . Since Japanese has 5 vowels, /aiueo/, Perplexity was 5P5

(120). 8 male and 8 female adult speakers joined the recording and
5 utterances were recorded for each of the 120 words. The total
number of utterances was 9,600. The samples from 4 males and 4
females were used for training and the others for testing. In our pre-
vious study [3], only a single speaker was used for training. In this
work, however, as the required number of utterances was so large,
multiple speakers were used for training. The conditions for acous-
tic analysis and HMM parameter estimation are shown in Table 1.

4.2. Parameter division

The parameter division discussed in the previous section was carried
out after estimating the distribution sequence (Figure 3).

The left side of Figure 2 is replaced by Figure 3. If a speech
stream was treated as two separate sub-streams of cepstrum and its
∆, two structures were always calculated. The parameter division
was further carried out to introduce additional constraints, where the
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the non-linguistic variations from speech acoustics. However, it will
be so strong that it should cause a critical problem, where a word and
another linguistically different word are treated as identical. This too
strong invariance should decrease the performance easily. Some con-
straints have to be introduced to restrict allowable transformations.

We focused on A, the rotation, and any A cannot change the
structure. What kind of A is required to be considered if we want
to model only the speech variations caused by the vocal tract length
difference. In [10], to model the effect of the vocal tract length, A is
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A =

0

BBBBBB@

1 α α2 α3 · · ·
0 1 − α2 2α − 2α3 · · · · · ·
0 −α + α3 1 − 4α2 + 3α4 · · · · · ·
...

...
...

...
...

...
...

...
...

...

1

CCCCCCA
, (4)
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By hypothesizing that the structural invariance is still satisfied in
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5 utterances were recorded for each of the 120 words. The total
number of utterances was 9,600. The samples from 4 males and 4
females were used for training and the others for testing. In our pre-
vious study [3], only a single speaker was used for training. In this
work, however, as the required number of utterances was so large,
multiple speakers were used for training. The conditions for acous-
tic analysis and HMM parameter estimation are shown in Table 1.

4.2. Parameter division

The parameter division discussed in the previous section was carried
out after estimating the distribution sequence (Figure 3).

The left side of Figure 2 is replaced by Figure 3. If a speech
stream was treated as two separate sub-streams of cepstrum and its
∆, two structures were always calculated. The parameter division
was further carried out to introduce additional constraints, where the
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Isolated word recognition using warped utterances 
Word = V1V2V3V4V5 such as /eoaui/, PP = 120 (CL=0.8%) 

Word-based HMMs (20 states) vs. word-based structures (20 events) 
Training = 4M+4F adults,  testing = other 4M+4F with various VTLs 

4,130-speaker triphone HMMs are also tested with 0.30. 
The speaker-independent HMMs widely used as baseline model in Japan

Application of structures to ASR

0

20

40

60

80

100

-0
.4

0

-0
.3

5

-0
.3

0

-0
.2

5

-0
.2

0

-0
.1

5

-0
.1

0

-0
.0

5

0.
00

0.
05

0.
10

0.
15

0.
20

0.
25

0.
30

0.
35

0.
40

W
or

d 
re

co
g.

 r
at

e 
[%

] #train spk = 8 
#test spk   = 8 
PP＝120 

Word HMM (20S) 
17 matched HMMs 
Structure (20S)



Isolated word recognition using warped utterances 
Word = V1V2V3V4V5 such as /eoaui/, PP = 120 (CL=0.8%) 

Word-based HMMs (20 states) vs. word-based structures (20 events) 
Training = 4M+4F adults,  testing = other 4M+4F with various VTLs 

4,130-speaker triphone HMMs are also tested with 0.30. 
The speaker-independent HMMs widely used as baseline model in Japan

Application of structures to ASR

0

20

40

60

80

100

-0
.4

0

-0
.3

5

-0
.3

0

-0
.2

5

-0
.2

0

-0
.1

5

-0
.1

0

-0
.0

5

0.
00

0.
05

0.
10

0.
15

0.
20

0.
25

0.
30

0.
35

0.
40

W
or

d 
re

co
g.

 r
at

e 
[%

] #train spk = 8 
#test spk   = 8 
PP＝120 

Word HMM (20S) 
17 matched HMMs 
Structure (20S)



Isolated word recognition using warped utterances 
Word = V1V2V3V4V5 such as /eoaui/, PP = 120 (CL=0.8%) 

Word-based HMMs (20 states) vs. word-based structures (20 events) 
Training = 4M+4F adults,  testing = other 4M+4F with various VTLs 

4,130-speaker triphone HMMs are also tested with 0.30. 
The speaker-independent HMMs widely used as baseline model in Japan

Application of structures to ASR

0

20

40

60

80

100

-0
.4

0

-0
.3

5

-0
.3

0

-0
.2

5

-0
.2

0

-0
.1

5

-0
.1

0

-0
.0

5

0.
00

0.
05

0.
10

0.
15

0.
20

0.
25

0.
30

0.
35

0.
40

4130-speaker 
triphone HMMs

W
or

d 
re

co
g.

 r
at

e 
[%

] #train spk = 8 
#test spk   = 8 
PP＝120 

Word HMM (20S) 
17 matched HMMs 
Structure (20S)



Application of structures to ASR

Isolated word recognition using warped utterances 
Word = phoneme-balanced word, PP = 212 

Mora-based length of words = 3 to 7 

Word-based HMMs (25 states) vs. word-based structures (25 events) 
Training = 15M+15F adults,  testing = other 15M+15F with various VTLs
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Application to more realistic ASR tasks [Suzuki+’15] 
Digits recognition and LVCSR (dictation) 

Use of structural features in discriminative reranking 
Str. scores and ASR scores are combined with average perceptron.

Application of structures to LVCSR

HMM#based)ASR

Input)speech

Hypothesis)1

Phone)alignments
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Application of structures to LVCSR

Continuous digits recognition 
Language = Japanese 

Baseline = GMM-HMM ASR 

Reranking = averaged perceptron 

Error reduction rate = 30% 

Large vocabulary continuous speech recognition 
Language = Japanese 

Baseline = DNN-HMM ASR 

Reranking = averaged perceptron 

Error reduction rate = 5%

Table 1: Experimental condition for continuous digit recognition.

Utterances 1 to 11 continuous Japanese digits
Training data 27.5 hours / 667 speakers / 17,316 utterances
Test data 1.5 hours / 100 open-speakers / 2,810 utterances
# of HMM states / Gaussians 500 / 15,000
# of monophones (P ) 18 (# of phoneme-pairs: 171)
Language model Unigram that outputs 10 digits (0 to 9)

and the end of sentence symbol with
equal probabilities

!"#!
!"#$
!"#%
!"#&
!"#'
!"%!

! ( )! )( $! $( #!*+,-+./012/.,3+456

!"#
$%&'

78!"!!!!)78!"!!!!$78!"!!!!(

Figure 6: WERs of the digit recognition experiment using SEM-based features.
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Figure 7: WERs of the digit recognition experiment using the 1-of-4-representation-based
features.

3-state GMM-HMM for phonemes whose states were clustered by using a pho-
netic decision tree. The features were derived from the 13-dimension Perceptual

12

Table 5: Experimental conditions for LVCSR.

Utterances Japanese dictation utterances
Training data 352 hours / 1,325 speakers / 196,475 utterances
Test data 1.5 hours / 20 open-speakers / 600 utterances
# of HMM states 5,000
# of monophones (P ) 57 (# of phoneme-pairs: 1,653)
Language model Word 3-gram model estimated with

modified Kneser-Ney smoothing [34]
# of words 104,262

Table 6: CERs of the LVCSR experiment.

Baseline Proposed Relative improvement
2.67% 2.53% 5.24%

the WER improvements. We may mitigate this problem with model adaptation,
speech enhancement, and HMMs trained with matched-environment data.

5.4. LVCSR

Finally, we conducted an LVCSR experiment. Table 5 shows the experi-
mental conditions of the LVCSR experiment. We used an ASR system based
on a Deep Neural Network (DNN) to generate the 10-best hypotheses [35].
The input features for DNN was a 40-dimension log mel filter bank and their
11 adjacent frames (40x11). The means and variances were normalized on a
speaker-by-speaker basis. The numbers of nodes in the hidden layers were 1024,
1024, 1024, 1024, 1024, and 512. All of the activation functions were sigmoid
functions. In the final layer, a softmax activation function was used to calculate
the posterior probabilities of the HMM states. The prior probabilities of the
HMM states were estimated using the training data in an ML manner. The
pre-training was done with layer-wise cross entropy training, followed by cross-
entropy-based fine-tuning. We used the 1-of-4-representation-based features,
and set λ to 0.00001 and T to 10.

Table 6 shows the results in terms of CER. We used the CER instead of
the WER for the evaluation of the LVCSR since Japanese word segmentation
is ambiguous. The results showed the effectiveness of our proposed method for
the LVCSR task.

Although our proposed method reduced the errors, its gain was relatively
small compared to that obtained in continuous digit recognition tasks. To study
why, we analyzed the type of errors. In the digit recognition tasks, the proposed
method reduced the number of substitution, insertion, and deletion errors from
16, 32, and 33 to 13, 30, and 19, respectively. In comparison, in the LVCSR
experiments, the proposed method reduced these error counts from 301, 28, and
51 to 296, 22, and 48, respectively. Compared to the baseline results, the results
of the LVCSR task have relatively much more substitution errors than the digit

15

Many errors are due to 
a large number of 

homonyms in Japanese.



Language acquisition through vocal imitation

Utterance    symbol sequence    production of each sym. 

Phonemic awareness is too poor to decompose an utterance. 

Several answers from developmental psychology 
Holistic/related sound patterns embedded in utterances 

Holistic wordform [Kato’03] 

Word Gestalt [Hayakawa’06] 

Related spectrum pattern [Lieberman’80] 

The patterns have to include no speaker information in themselves. 
If they do it, children have to try to impersonate their fathers. 

What is the speaker-invariant and holistic pattern in an utterance?

� �

/h e l ou/
P P

??

No mathematical 
formulation



Structure-to-speech conversion

Speech representation with extra-ling. features removed 
Speaker-specific vocal tract features are removed. 

With them, we can identify speakers by hearing voices.
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c 4 

c D 

c 4 

c D 



Structure-to-speech conversion

c 1 

c 3 c 2 

c 1 

c 3 c 2 
c 4 

c D 

c 4 

c D 

/aiueo/

/aiueo/ /aiueo/

Speech generation based on 
infant-like vocal imitation

- = Gestalt + =



Extraction of a structure through training of an HMM

How to implement the vocal imitation?
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1. Speech waveforms

2. Cepstrum vector sequence

4. Bhattacharyya distances
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MAP estimation



Extraction of a structure through training of an HMM

How to implement the vocal imitation?

3. Cepstrum distribution
    sequence (HMM)

5. Structure (distance matrix)

1. Speech waveforms

2. Cepstrum vector sequence

4. Bhattacharyya distances

0
0

0
0

0

s = (s  , s  , ... )1 2
structure vector

MAP estimation
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How to implement the vocal imitation?

Acoustic instances are searched for in the voice space. 
Initial conditions : a few acoustic instances given from an infant 

Constrained conditions : speech Gestalt (distance matrix)
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Geometrical interpretation of BD-based constraints 

Search for a new target using BD(1,new), BD(2,new), BD(3,new)... 
         is given. Only          is searched for in the current paper.

How to implement the vocal imitation?

BD(p1(x), p2(x)) =
1
8
(µ1 � µ2)T ��1

12 (µ1 � µ2) +
1
2

ln
|�12|

|�1||�2|

Solution

�new µnew

multiple solutions 
      averaging�



An experiment with real vocal imitation

Demonstration with my wife and daughter 
Constraint conditions are given by my wife. 

Initial conditions are given by my daughter.
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An experiment with real vocal imitation

Demonstration with my wife and daughter 
Constraint conditions are given by my wife. 

Initial conditions are given by my daughter.
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A very important and requisite function for CALL systems 
The system has to be able to ignore speaker differences. 

Age and gender (the size and length of the vocal tube) 

But no current system can ignore speaker differences well enough. 

Requirement of “acoustic matchedness” bet. HMMs and learners 
Collection of children’s speech or speaker adaptation of adult HMMs 

Q : Learning to pronounce is learning to impersonate? 

Speech model for another separation 
Separation between source and filter 

Separation between ling. and extra-ling.

A big problem in CALL development

- ?=

Mismatch 
problem?=



To which does Minematsu’s normal English sound closer ?

A big solution for CALL development

speaker USA/F12 Minematsu Minematsu

gender female male male

age ? 37 37

mic Sennheiser cheap mic cheap mic

room recording 
room

living 
room

living 
room

AD SONY DAT PowerBook PowerBook

proficiency perfect good Japanized

(Minematsu@ICSLP 2004)



Proficiency estimation based on P(o|M)

A big solution for CALL development

USA/F12 Minematsu 
(Japanized)

USA/M08 Minematsu 
(Japanized)

(Minematsu@ICSLP 2004)



Proficiency estimation based on P(M|o) = GOP

A big solution for CALL development

USA/F12 Minematsu 
(Japanized)

USA/M08 Minematsu 
(Japanized)

(Minematsu@ICSLP 2004)

P (M |o) = P (p1, ..., pN |o)

=
P (o|p1, ..., pN )P (p1, ..., pN )�
pi

P (o|p1, ..., pN )P (p1, ..., pN )

� P (o|p1, ..., pN )�
pi

P (o|p1, ..., pN )

� P (o|p1, ..., pN )
maxpi P (o|p1, ..., pN )

=
P (o|M)

maxM P (o|M)
= GOP (Goodness Of Pronunciation)



Proficiency estimation based on structural distance

A big solution for CALL development

USA/F12 Minematsu 
(Japanized)

USA/M08 Minematsu 
(Japanized)

(Minematsu@ICSLP 2004)



To which does Minematsu’s normal English sound closer ?

A big solution for CALL development

speaker USA/F12 Minematsu Minematsu

gender female male male

age ? 37 37

mic Sennheiser cheap mic cheap mic

room recording 
room

living 
room

living 
room

AD SONY DAT PowerBook PowerBook

proficiency perfect good Japanized

(Minematsu@ICSLP 2004)
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Application of structures to CALL

Vowel structure estimated from multiple utterances

ç
A√Q

E ´
‘

i I U
u

beat
bit

bet

bat

but

putpot

boot

bought

bird

about

1 2 3   ........   11

1 
2 
3 

11

Evaluation is done not based on whether each vowel sound has 
adequate acoustic property independently of others but based on 
whether a good vowel system underlies a learner’s pronunciation.



Clustering of learners

Preparation of data -- 96 simulated learners -- 
12 Japanese students who are returnees from US (A to L) 

English words of /b-V-t/ and Japanese words of /b-V-to/ 
AE vowels : 1 word utterance per vowel 

J vowels    : 5 word utterances per vowel 

Vowel segments are extracted automatically to estimate a vowel system. 

Replacement of some AE vowels with J vowels 
12 speakers [A-L] x 8 pronunciations [1-8] = 96 learners

333333333333111111111111666666666666555555558555828252222222222444444444444777777777777888888888
F F F F F F F F F F F F F F F F F F F F F F F F F F F F F F F F F F F F F F F F F F F F F F F FM M M M M M M M M M M M M M M M M M M M M M M M M M M M M M M M M M M M M M M M M M M M M M M M

Fig. 1 学習者発音構造のクラスタリング

Table 1 母音置換の組み合わせ
Japanese vowels English vowels

a A, æ, 2, @, Ä

i I, i
u U, u
e E

o O

Table 2 発音状態の定義
A æ 2 @ Ä I i U u E O

S1 J J J J J J J J J J J
S2 E E E E E J J J J J J
S3 J J J J J E E E E E E
S4 E E J J J E E J J E E
S5 J J E E E J J E E J J
S6 E J E J E J J J J E E
S7 J E J E J E E E E J J
S8 E E E E E E E E E E E

E:英語の母音発声を使用, J :日本語の母音発声で置換

Table 3 音響分析条件
サンプリング 16bit / 16kHz
窓 窓長 25 ms, シフト長 1ms
パラメータ FFT ケプストラム (1～10 次元)

の発音状態を定義した。S1は全部日本語で置換、S8
を全部英語発音の状態とし、S2～S7については、全
音素 11種類のうちの半分（5個か 6個）の音素が置
換されるような状態を定義した。
収録音声から目視により母音部分を切り出し、

Table 3 に示す音響分析条件の下でケプストラムパ
ラメータを求め、MAP推定を用いて分布化した。各
母音に対してそれぞれ 1発声のみを用いている。複
数の英語母音を 1種類の日本語母音で置き換える場
合は、日本語母音は異なる発声を用いるものとする。
例えば、/b2t/と/bæt/を置き換える場合は、2回の
異なる/bat/の発声を用いてそれぞれの発音を置き換
えている。各学習者に対して音素間距離行列（学習者
発音構造）を求め、任意の異なる 2構造間の距離を
(2)式により算出し、得られた学習者距離行列に対し
てward法ボトムアップクラスタリングを行うことで
学習者発音構造の分類を行った。

3.3 分析結果
クラスタリングによる分類結果をFig. 1に示す。樹

形図のリーフノードにおける数字がTable 2における
各状態番号を表しており、M・Fがそれぞれ男性・女
性を表している。多くの状態において同一の状態が
固まってクラスタを構成していることが確認できる。

一部では、異なる状態が混合した部分（例えば S2と
S5と S8）も見受けられるが、ほぼ全体的に発音状態
による分類が行われているのがわかる。男女差につい
ては、同一状態のクラスタ内では性別によって固まっ
ている部分が見受けられるものの、状態を越えて性別
によるクラスタを構成する部分は、上述の S2,S5,S8
が混合したクラスタ以外ではほぼ見あたらない。

3.4 考察
上記の結果より、学習者構造のクラスタリングによ

り、発音状態によって分類できていることが確認でき
た。発音状態の定義や数についてはより詳細な検討が
必要であると考えられるが、構造的表象を用いるこ
とで、話者や性別などの非言語的特徴に影響される
ことなく、発音状態によって学習者を分類することが
可能となることが実験的に示された。一部、状態が混
合したクラスタが見られたことについては、各話者
で英語を身につけた過程が異なり、それぞれ発音の癖
や訛りが異なること等が原因として考えられる。全
て英語発音である S8が、S2や S5に近いと判定され
たことから、当該話者は/I, i, E, O/の発音が日本語的
な発音になっている、といった推測が立てられるが、
詳細に関しては当該話者に対するさらなる分析が必
要である。

4 まとめ
英語と日本語の母音発声を用いて、両者を同一話者

内で混ぜ合わせることで様々な学習者の発音状態を
模擬し、複数の話者・複数の状態における発音構造を
対象としてボトムアップクラスタリングを行った。構
造的表象を用いることで、話者や性別などの非言語的
特徴に影響されることなく、学習者の発音状態によっ
て分類することが可能となることを実験的に示した。
実際の英語学習者音声を用いてこのような発音状態
による分類を行うことが出来れば、日本人英語学習
者におけるいくつかの典型的な発音状況を定義する
ことができ、更には各状態に属する学習者に対して
どの音素の発音を矯正すべきかという発音教示が可
能となることが考えられる。
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Clustering of learners

Structure-to-structure distance measure 
Euclidian distance between two distance matrices 

Can approximate the structural distance after shift and rotation
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Clustering of learners

96 x 96 large distance matrix (12 spk. x 8 pron.) 
Speakers: A to L 

Prons: 1 to 8

A B CD

1   2   3   4   5   6   7                                          96
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Clustering of learners

Another distance measure between two structures 
Contrast-based comparison 

Substance-based comparison
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Clustering of learners

Contrast-based comparison 

Substance-based comparison
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Clustering of learners

Contrast-based comparison 

Substance-based comparison

F
1
I
1
K
1
A
1
C
1
D
1
E
1
H
1
B
1
G
1
A
3
L
1
D
3
F
3
H
3
E
3
I
3
B
3
G
3
K
3
C
3
L
3
K
6
C
6
A
6
F
6
I
6
J
6
L
6
E
6
H
6
B
6
D
6
G
6
B
5
L
5
G
5
F
2
F
5
C
5
E
5
D
5
H
5
K
2
K
5
G
2
K
8
A
2
E
2
I
2
D
2
H
2
J
2
C
2
J
5
A
8
A
5
I
5
I
8
A
4
C
4
I
4
F
4
H
4
J
4
J
1
J
3
L
4
E
4
K
4
G
4
B
4
D
4
B
7
L
7
G
7
I
7
F
7
H
7
A
7
D
7
K
7
C
7
E
7
L
2
L
8
G
8
B
8
B
2
D
8
E
8
F
8
C
8
J
7
H
8
J
8

L
7
L
8
L
3
L
4
L
1
L
6
L
2
L
5
E
8
E
7
E
3
E
4
E
1
E
6
E
2
E
5
J
3
J
7
J
4
J
8
J
5
J
6
J
1
J
2
K
2
K
5
K
6
K
4
K
8
K
1
K
3
K
7
I
1
I
4
I
3
I
7
I
8
I
5
I
2
I
6
A
4
A
6
A
1
A
3
A
7
A
8
A
2
A
5
D
7
D
8
D
2
D
5
D
1
D
6
D
3
D
4
B
3
B
4
B
7
B
8
B
1
B
6
B
2
B
5
G
1
G
7
G
3
G
4
G
2
G
5
G
6
G
8
F
2
F
5
F
1
F
7
F
6
F
8
F
3
F
4
H
3
H
7
H
1
H
4
H
2
H
5
H
6
H
8
C
1
C
7
C
3
C
4
C
2
C
5
C
6
C
8

1 3 6 5 2 4 7 8

L E J K I AD B G F HC



Clustering of “Kashiwa” Englishes

Classification of 600 citizens living in Kashiwa city
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The current state of English

It is the only language used for global communication. 
About 1.5 billion users on earth 

It has the largest diversity in its form. 
Internationalization of a thing inevitably alters its form. 

English is not exceptional. 
Syntax, pragmatics, lexical choice, spelling, pronunciation, etc 

World Englishes (WE) 
Three circles model [Kachru1992] 

E as native / official / foreign language 

No standard pronunciation 
AE and BE are just two examples 
 of accented Engilshes.

Expanding circle

Outer circle

Inner circle
50%27%23%



Pronunciation diversity of WE

Is English a useful tool or a troublesome tool? 
A useful tool for global communication 

The same language can be shared by all. 

A troublesome tool for global communication 
Its pronunciation diversity can cause miscommunications.

http://academicaffairs.ucdavis.edu/diversity/

http://academicaffairs.ucdavis.edu/diversity/


What is the minimal unit and how many units?

Diversity of pronunciation in WE

[Kachru 1992]

Country?

Region / State / Prefecture?

City / Town / Village?

Individual!

1.5 billions!

Expanding circle

Outer circle

Inner circle?



Huge pron. diversity in World Englishes

1) native language, 2) official language, and 3) foreign language



Huge pron. diversity in World Englishes

1) native language, 2) official language, and 3) foreign language



Requires a speaker-basis pronunciation distance matrix 

What is technically challenging? 
To which is Minematsu’s natural pronunciation closer? 

Pronunciation distance = phonetic distance between speakers 
                                     = acoustic distance between speakers 
                                     = spectral distance between speakers 

Speaker-basis pronunciation clustering

“Those answers will be straightforward if you think them through carefully first.”
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Pron. clustering using real data of WE

Speech Accent Archive (SAA) [Weinberger’13] 
A common paragraph read by about 1.8K international speakers 

The paragraph is designed to achieve high phonemic coverage of AE. 

Speech samples and their narrow IPA transcripts are provided.

Please call Stella. Ask her to bring these things with her from 
the store: Six spoons of fresh snow peas, five thick slabs of blue 
cheese, and maybe a snack for her brother Bob. We also need a 
small plastic snake and a big toy frog for the kids. She can 
scoop these things into three red bags, and we will go meet her 
Wednesday at the train station.

[pʰlis kɔl stɛːlʌ ɑsk˺ ɜ tə bɹɪŋ̃ ðiz θɪŋ̃z ̥wɪf hɜ 
fɹʌ̃ɱ ðə stɔɹ siks spunz ̥əv̥ fɹɪʃ sno̥ʊ piːs faɪf 
θɪk slæbs̥ əv blu ʧiːz ɛn măɪbi ɜ snæk˺ foɹ ̥
hɜ bɹɑɾə ̆ʔə brʌðə bɑp wi ɔlˠsŏ nid ə smɔlˠ 
plæstɪk sneɪk ɛn ə bɪk tʊi fɹɔɡ ̥fɛ ̆ðə kids ̥ʃi 
kɛn̆ skøp ðiz θɪŋ̃s ɪntu fɹi ɹɛd bæɡz ̥ɛn wi 
wɪl ɡoʊ miːd ɜ ̆wĕnzd̥e̥ɪ ɛt də̪ tɹeɪn steɪʃən]



Pron. clustering only based on SAA
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IPA-based reference pron. distance

Optimal alignment bet. two transcripts [Shen et al.,’13] 
Dynamic Time Warping (DTW) 

DTW can minimize the accumulated distortion. 

Similar to edit-distance-based alignment of transcripts [Wieling et. al,’12] 

DTW requires a distance matrix of all the 153 IPA symbols used. 
20 productions for each by a phonetician 

HMM is built for each symbol (SD-HMM) 

HMM = Hidden Markov Model 

Acoustic distance is obtained from 
each HMM (phone) pair.

- = ?



A common paragraph to pron. structure

Pron. distance calculation using structure

Please call Stella. Ask her to 
bring these things with her 
from the store: Six spoons 
of fresh snow peas, five 
thick slabs of blue cheese, 
and maybe a snack ..........

c1

c3c2
c4
cD

221

22
1

IPA-based distance

1.5 billions

1.
5 

bi
lli

on
s ?



Pron. clustering using real data of WE

Use of IPA transcripts to prepare reference distances 
DTW-based calculation of the reference distance bet. transcripts 

Prediction of the ref. distances using pron. structures 
SVR-based supervised prediction using structures as input features 

Use of phonemic transcripts to calculate distances 
Corresponds to calculate pron. distances somewhat coarsely.

SVR

/ pəl̆iːz ̥kɔlˠ stɪlə æ̆sk hɜɹ tʷŏ bɹɪːŋ̃ / 

[ p ah l iy z k ao l s t ih l ah ae s k 
hh ah r t ow b r ih ng ]

#symbols = 153

#symbols = 39

phonemic phonemic



Pron. clustering using real data of WE

SVR-based prediction of IPA distances [Kasahara’14] 

Pronunciation structure extraction from an SAA sample 

Differential features from two pronunciation structures

SVR

SAA
HMM

training

MAP
adaptation

structure 
calculation

0
0
0
0
0

"Please call Stella." 

221 x 221
distance matrixparagraph

UBM-HMM

paragraph
adapted HMM

00 0 0 0

00 0 0 0

00 0 0 0

Speaker S’s 
distance matrix

Speaker T’s 
distance matrix

Difference matrix 
between the two



Three modes of preparing training data and testing data 
Speaker-open mode 

SAA       two speaker groups of training and testing 

Speaker-pair-open mode 
SAA       speaker pairs       two speaker pair groups of training and testing 

Speaker-open and speaker-pair-open mode

Pron. clustering using real data of SAA

training testing

T1 - T2
T1 - T3
T4 - T7
T5 - T9

:

X1 - T1
X1 - T2
X1 - T3
X2 - T8

:

{ Ti } { Xi }

speaker-pair-open

speaker-open

Speakers are shared only partially.
Speakers pairs are not shared.

training testing

A - B
B - C
B - F
Z - A

:

A - C
B - D
C - F
Z - B

:

speaker-pair-open

Speakers are shared.
Speaker pairs are not shared.

training testing

A - B
B - C
B - F
Z - A

:

D - H
Y - D
G - X
M - J

:

speaker-open

Speakers are not shared.
Speaker pairs are not shared.



Pron. clustering using real data of SAA

Corr. bet. IPA distances and predicted distances [Sato+’15] 

Comparison with other possible methods 
Transcript-to-transcript distance based on phonemes 

Phone : minimum unit of sounds perceived by phoneticians 

Phoneme : minimum unit of sounds perceived by general listeners 

Rule-based conversion from IPA trans. to AE phonemic trans. 
Trans.-to-trans. distances were obtained with phoneme HMMs + DTW. 

Corr. = 0.75 

Automatic AE phoneme recognition for SAA utterances 
Phoneme recognition accuracy = 73.5% 

Corr. = 0.46

mode spk-open spk-pair-open both

corr. 0.5 0.87 0.77
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B - C
B - F
Z - A
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training testing

T1 - T2
T1 - T3
T4 - T7
T5 - T9

:

X1 - T1
X1 - T2
X1 - T3
X2 - T8

:

{ Ti } { Xi }

speaker-pair-open

speaker-open

Speakers are shared only partially.
Speakers pairs are not shared.



A possible application[Kawase+’14]

Accent-based browser of WE from “your” viewpoint 
Your pronunciation is placed at the origin. 

Accent distance is represented as geometric distance from you. 

Gender and age is also shown in the visualization.

young

old

young

old

young

old

old

young



Menu of the last four lectures

Robust processing of easily changeable stimuli 
Robust processing of general sensory stimuli 

Any difference in the processing between humans and animals? 

Human development of spoken language 
Infants’ vocal imitation of their parents’ utterances 

What acoustic aspect of the parents’ voices do they imitate? 

Speaker-invariant holistic pattern in an utterance 
Completely transform-invariant features -- f-divergence -- 

Implementation of word Gestalt as relative timbre perception 

Application of speech structure to robust speech processing 

Radical but interesting discussion 
A hypothesis on the origin and emergence of language 

What is the definition of “human-like” robots?


