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Cognitive Media Processing

Self-introduction
• Lecturer 

• Nobuaki Minematsu 
• Full professor @ Department of Electrical Engineering and Information Systems (EEIS) 
• mine@gavo.t.u-tokyo.ac.jp (ext.26662) 
• Specialty: speech science and speech engineering 

• How to build “human-like” speech machines? 

• http://www.gavo.t.u-tokyo.ac.jp/~mine/japanese/CMP/class.html 
• All the slides with some useful information are available on this web. 

• Schedule of “Cognitive Media Processing” 
• Divided to three terms (three sub-themes). 
• Human processing of media information 

• 4 lectures on 10/3, 10/10, 10/17, and 10/24 

• Speech communication technologies 
• 4 lectures on 10/31, 11/7, 11/14, and 11/22(Wed) 
• Friday classes are give on 11/21. 

• A new framework to build “human-like” speech machines 
• 12/12, 12/19, 12/26, 1/9 (no class on 12/5 and 1/2) 

mailto:mine@gavo.t.u-tokyo.ac.jp
http://www.gavo.t.u-tokyo.ac.jp/~mine/japanese/CMP/class.html
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Aim of this class
• Syllabus on the web 

• Cognitive processing of multimedia information by humans and its technical 
processing by machines are explained and compared. Then, a focus is placed on a 
fact that a large difference still remains between them. This lecture will enable 
students to consider deeply what kind of information processing is lacking on 
machines and has to be implemented on them if students want to create not 
seemingly but actually “human-like” robots, especially the robots that can 
understand spoken language. 

• The lectures are divided into three parts. The first part explains the multimedia 
information processing by human brains. Here, some interesting sensory 
characteristics of individuals with autism (自閉症), synesthesia (共感覚), and dyslexia 

(難読症) are shown as examples. The second part describes the current technical 

framework of spoken language processing and its drawback. The last discusses 
what kind of new methodology is needed to create really “human-like” robots that 
can understand spoken language. Then, a new framework is introduced and 
explained.
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What I hope for you to acquire
• What I hope for you to acquire through the lectures 

• Human media processing, which can be a good model for computers or not. 
• What has been implemented on computers so far as media processing technology. 
• I hope for students to have a good sense to compare them and bridge the gap  

between them. 
• Similarity or difference, which is larger? 
• Your “conscious” world might be illusions created by your brain?
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Title of each lecture
• Theme-1 

• Multimedia information and humans 
• Multimedia information and interaction between humans and machines 
• Multimedia information used in expressive and emotional processing 
• A wonder of sense - synesthesia - 

• Theme-2 
• Speech communication technology - articulatory & acoustic phonetics - 
• Speech communication technology - speech analysis - 
• Speech communication technology - speech recognition - 
• Speech communication technology - speech synthesis - 

• Theme-3 
• A new framework for “human-like” speech machine #1 
• A new framework for “human-like” speech machine #2 
• A new framework for “human-like” speech machine #3 
• A new framework for “human-like” speech machine #4
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Credit
• Assignment will be given after each of the three themes. 

• Human processing of media information 
• Speech communication technologies 
• A new framework to build “human-like” machines 
• Students have to submit each assignment to me by ITC-LMS. 

• New students should be accustomed to using ITC-LMS for taking classes. 
• Japanese students are allowed to write their assignment in Japanese. 

• Your grade (mark) depends only on the assignments.
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Multimedia info. and humans

Nobuaki Minematsu
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Today’s menu
• The term of “information” used in human communication. 

• Two kinds of definition of information (C. Shannon vs. this lecture) 
• Data and information - intention of a sender and interpretation of a receiver - 

• Various forms of information in human communication 
• Classification of media information 
• Context dependency of information 

• Information and knowledge 
• From data to information 

• Knowledge-based cognitive processing 

• Unconscious processing 
• Your brain creates your world but you cannot be aware of the brain’s processing. 

• Various forms of information and conversion between them 
• Recognition and synthesis: abstraction and embodiment 

• Logical information and expressive (感性，KANSEI) information 
• Behaviors and information processing of autistics
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Info. in human communication
• “Information” defined by information theory (C. Shannon) 

• Self-information of an even     that occurs with probability of     :   
• Amount of “surprise” when     happens. 

• Expected self-information of a set of events                :  
• “Information” can be treated not as quality but as quantity. 

• “Information” defined by this lecture 
• Existence of a sender and a receiver 

• Information = something to be informed from a sender 
• Messages or data 

• A receiver receives messages or data via the five senses 

• What is “media”? 
• Physical media and social media 

• Frequency of light, frequency of air particle vibration, pressure on the skin, etc 
• Mass media such as books, newspaper, radio, TV, internet, etc. 

• Other kinds of media 
• Some properties are transmitted from parents to kids via. genes.

Sender Receiver
message

physical media physical media
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Info. in human communication
• Intention of a sender and interpretation of a receiver 

• Observation and communication 
• In both cases, a receiver receives messages or data and tries to interpret them properly. 

• Messages/data can become information only when a receiver can interpret them properly. 

• Intention of a sender 
• No intention : observation,     with intention : communication 

• Communication and miscommunication 
• Proper interpretation of both messages/data and the intention of a sender is needed. 
• Reading the mind of a sender is often needed.

satellite

light electric 
waves

sender
receiver

observation
no indention

communication
with indention

Sender Receiver
message

physical media physical media

intention intention
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Forms of info. in human communication
• Classification of info. in terms of its physical media 

• Physical media is needed to transmit a message. 
• Sounds, letters, still and moving images, etc and their combinations 

• Definition of multimedia 
• “Defining Multimedia” [G. Davenport’98] 
• Three dimensions - sign / syntax / modality 

• Concrete -- abstract 
• Temporal and/or spatial organization of signs 
• Sensation 

• Systematic understanding of the existing 
methods to represent multimedia info. 
• Finding and creating a new method

Multimedia is variously and often ambigu-
ously defined. While most people might

accept “a mix of [voice, text and graphics],”1 they
might resist calling a live lecture on a titled work
of art a multimedia presentation.

On the other hand, many definitions focus
entirely on technology: “Multimedia seems to be
defined by the hardware required … rather than
by the user’s experience.”2 For example, despite
the statement that “any computer application
that employs a video disk, images from a CD-
ROM, uses high-quality sound, or uses high-qual-
ity video images on a screen may be termed a
multimedia application,”3 I doubt that anyone
would use the term multimedia for a computer
application that merely plays a piece of music.

In this article I suggest a model of media
objects that does not refer to technology or inter-
activity, but rather concentrates on the nature of
the text. This model provides a useful basis for

defining multimedia communication securely and
unambiguously.

Semiotic terminology
This article uses Peirce’s semiotic definitions

and categorizations; that is, a sign is an intimate
relation between an object (term) and an inter-
pretant (concept).4 While the nature of the bond
between a sign’s two components is irrelevant, a
symbol is a particular category of sign where the
relationship between its object and interpretant is
arbitrary. A semiotic system (code) organizes pat-
terns of particular signs (usually rule- and con-
vention-based) that comprise a system of
meaning, and a symbolic system is a type of semi-
otic system based on symbols. A semiotic system
thus consists of a syntax that defines the manner
in which terms may be organized and a semantics
that indicates how meaning can be attributed to
a syntactically correct pattern of terms.

A message is defined as a syntactically correct
and meaningful combination of terms in a semi-
otic system, and text (representation) as its phys-
ical realization. A representational system (or
medium) is an abstract term that refers to the
physical realization of the rules and conventions
that comprise a semiotic system, and a device is a
physical object used for communication via a
semiotic system. Communication occurs when
text is created according to a particular code and
transmitted via a device. The receiver of the text
decodes it to extract meaning, choosing to impose
a particular code on the text to interpret it.

For example, music is a semiotic system con-
sisting of signs (notes), where each note consists
of a term (such as E flat) and a concept (the sensa-
tion produced by the corresponding sound wave).
A figure from Beethoven’s ninth symphony is a
message, the score is a text, an orchestra is a
device for communicating it, and musical nota-
tion is the abstract term denoting the corre-
sponding representational system.
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Figure 1. The model’s
three dimenions: sign,
syntax, and modality.
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The third dimension: the modality
The third dimension requires a clear distinc-

tion between the oft-confused terms multimedia
and multimodal. In its common use, multimedia
refers to the nature of the text used in communi-
cation, both as output from a technological sys-
tem (video, sound, and graphics) and, less
obviously, the human input (touch and speech).
Multimodal, however, relates specifically to the
senses used by the receiver of the text (visual,
auditory, and tactile).9

This third dimension in the model therefore
has two values—visual and aural—relating to 
the two senses most commonly used for 
communication.

Examples
Having defined the three dimensions to classi-

fy texts, validating these dimensions requires asso-
ciating all cells in the resulting model with an
existing representational system. Distinct exam-
ples of media types exist for all 30 cells. Table 1

10
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Table 1. Visual modality examples.

Concrete-Iconic Abstract-Iconic Symbolic
Individual Any photograph An iconic road sign (see Figure 4) Any written word
Augmentation A shaped photograph, such as a Road signs whose color provides A word whose font provides additional   

star-shaped photo of a additional information (see Figure 5) information, such as a fast-food 
popular singer (see Figure 2) restaurant called Express, where

italics imply speed
Temporal A continuous rolling film, A repeating sequence of drawings,   A repeated symbol, 

such as a film of a waterfall such as the continuous changing such as a rotating cursor
background in a cartoon used to 
indicate that an object is falling 
(see Figure 6)

Linear Any film A sequence of drawings, such as A sequence of written words 
a cartoon strip such as a paragraph

Schematic A taxonomic diagram, such as a  An iconic chart, such as a bar chart A text where the 2D or 3D spatial layout 
diagram depicting the management using icons of people to represent of the symbols is significant, such as a 
hierarchy of an organization, showing  numbers (see Figure 7) desktop interface
the relationship between concepts that 
are represented as photographs 
(see Figure 3)

Figure 2. A shaped
photograph illustrating
the use of a concrete-
iconic augmented text.
The shape adds
information about the
status of the person in
the photo, in this case a
popular singer.

Figure 3. A management hierarchy diagram illustrating the use of a concrete -
iconic schematic text. Instead of labels indicating the people in the
organization, photographs are used.

The third dimension: the modality
The third dimension requires a clear distinc-

tion between the oft-confused terms multimedia
and multimodal. In its common use, multimedia
refers to the nature of the text used in communi-
cation, both as output from a technological sys-
tem (video, sound, and graphics) and, less
obviously, the human input (touch and speech).
Multimodal, however, relates specifically to the
senses used by the receiver of the text (visual,
auditory, and tactile).9

This third dimension in the model therefore
has two values—visual and aural—relating to 
the two senses most commonly used for 
communication.

Examples
Having defined the three dimensions to classi-

fy texts, validating these dimensions requires asso-
ciating all cells in the resulting model with an
existing representational system. Distinct exam-
ples of media types exist for all 30 cells. Table 1

10

Visions and Views

Table 1. Visual modality examples.

Concrete-Iconic Abstract-Iconic Symbolic
Individual Any photograph An iconic road sign (see Figure 4) Any written word
Augmentation A shaped photograph, such as a Road signs whose color provides A word whose font provides additional   

star-shaped photo of a additional information (see Figure 5) information, such as a fast-food 
popular singer (see Figure 2) restaurant called Express, where

italics imply speed
Temporal A continuous rolling film, A repeating sequence of drawings,   A repeated symbol, 

such as a film of a waterfall such as the continuous changing such as a rotating cursor
background in a cartoon used to 
indicate that an object is falling 
(see Figure 6)

Linear Any film A sequence of drawings, such as A sequence of written words 
a cartoon strip such as a paragraph

Schematic A taxonomic diagram, such as a  An iconic chart, such as a bar chart A text where the 2D or 3D spatial layout 
diagram depicting the management using icons of people to represent of the symbols is significant, such as a 
hierarchy of an organization, showing  numbers (see Figure 7) desktop interface
the relationship between concepts that 
are represented as photographs 
(see Figure 3)

Figure 2. A shaped
photograph illustrating
the use of a concrete-
iconic augmented text.
The shape adds
information about the
status of the person in
the photo, in this case a
popular singer.

Figure 3. A management hierarchy diagram illustrating the use of a concrete -
iconic schematic text. Instead of labels indicating the people in the
organization, photographs are used.

shows examples in the visual modality. Note that
the syntax of augmentation focuses on the indi-
vidual sign’s shape, color, or font.

Aural modality
When applying this model to the aural modal-

ity, two additional issues need to be considered.
First, the difference between concrete-iconic

and abstract-iconic texts is the difference between
recordings of real sounds and sounds that have
been artificially synthesized. This distinction thus
proves less useful in the aural modality than in
the visual modality.

Second, since by nature the aural modality is
temporal, it is difficult to define individual
objects of aural communication without consid-
ering the temporal dimension. Taking into
account the duration and possible decomposition
of the communication, I define individual and
augmented aural objects as “very brief, atomic,
aural texts, which communicate a single con-
cept.” Temporal aural texts also communicate a
single concept, but their duration need not be
brief, and in linear aural texts, the message may
change over time.
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Figure 4. A road sign
illustrating the use of an
abstract-iconic indi-
vidual text. In this case,
the sign warns of falling
rocks on the road ahead.

Figure 6. The changing
backdrop for a falling
object in a cartoon,
illustrating the use of an
abstract-iconic temporal
text. The sequence of four
frames, when repeated
behind the cartoon object,
gives the impression that
the object is falling.
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Figure 7. An iconic chart, illustrating the use of an abstract-iconic
schematic text. Here, icons of men and women are used to
represent numbers.
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Figure 5. Three road signs, with color indicating whether the road is local,
national, or a motorway. This example illustrates the use of an abstract-iconic
individual text.
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Forms of info. in human communication
• Definition of multimedia 

• Three dimensions - sign / syntax / modality in the case of aural modality

Multimedia is variously and often ambigu-
ously defined. While most people might

accept “a mix of [voice, text and graphics],”1 they
might resist calling a live lecture on a titled work
of art a multimedia presentation.

On the other hand, many definitions focus
entirely on technology: “Multimedia seems to be
defined by the hardware required … rather than
by the user’s experience.”2 For example, despite
the statement that “any computer application
that employs a video disk, images from a CD-
ROM, uses high-quality sound, or uses high-qual-
ity video images on a screen may be termed a
multimedia application,”3 I doubt that anyone
would use the term multimedia for a computer
application that merely plays a piece of music.

In this article I suggest a model of media
objects that does not refer to technology or inter-
activity, but rather concentrates on the nature of
the text. This model provides a useful basis for

defining multimedia communication securely and
unambiguously.

Semiotic terminology
This article uses Peirce’s semiotic definitions

and categorizations; that is, a sign is an intimate
relation between an object (term) and an inter-
pretant (concept).4 While the nature of the bond
between a sign’s two components is irrelevant, a
symbol is a particular category of sign where the
relationship between its object and interpretant is
arbitrary. A semiotic system (code) organizes pat-
terns of particular signs (usually rule- and con-
vention-based) that comprise a system of
meaning, and a symbolic system is a type of semi-
otic system based on symbols. A semiotic system
thus consists of a syntax that defines the manner
in which terms may be organized and a semantics
that indicates how meaning can be attributed to
a syntactically correct pattern of terms.

A message is defined as a syntactically correct
and meaningful combination of terms in a semi-
otic system, and text (representation) as its phys-
ical realization. A representational system (or
medium) is an abstract term that refers to the
physical realization of the rules and conventions
that comprise a semiotic system, and a device is a
physical object used for communication via a
semiotic system. Communication occurs when
text is created according to a particular code and
transmitted via a device. The receiver of the text
decodes it to extract meaning, choosing to impose
a particular code on the text to interpret it.

For example, music is a semiotic system con-
sisting of signs (notes), where each note consists
of a term (such as E flat) and a concept (the sensa-
tion produced by the corresponding sound wave).
A figure from Beethoven’s ninth symphony is a
message, the score is a text, an orchestra is a
device for communicating it, and musical nota-
tion is the abstract term denoting the corre-
sponding representational system.

8 1070-986X/98/$10.00 © 1998 IEEE

Visions and Views Editor: Glorianna Davenport
MIT Media Lab

Helen Purchase
The University of

Queensland

Defining Multimedia

Sign

C
on

cr
et

e-
ic

on
ic

Ab
st

ra
ct

-ic
on

ic

Sy
m

bo
lic

Au
ra

l
Vi

su
al

Modality

Individual

Augmented

Temporal

Linear

Schematic

Network

Sy
nt

ax

Figure 1. The model’s
three dimenions: sign,
syntax, and modality.

Table 2 shows examples in the aural modality.
Note that in the aural modality, the syntax of aug-
mentation focuses predominantly on the individ-
ual sign’s tone, amplitude, or timbre. Also, the
schematic arrangement in the aural modality is
defined with respect to the frequency domain;
thus, the second dimension of spatial aural com-
munication is not space (as in the visual modali-
ty), but frequency. It’s not easy for humans to
distinguish the many different individual fre-
quencies in a complex aural text like speech, and
the examples are limited to aural texts with only
two perceivable different frequency bands.

Composite-texts
Texts are either single-texts or composite-texts.

Single-texts use only one modality and consist of
one or more signs arranged according to a single
syntax. They therefore embody a single represen-
tational system.

The definition of a composite-text is recursive.
A composite-text contains more than one com-
ponent-text, where the component-texts may be
either single-texts or composite-texts. Thus a com-
posite-text may embody more than one represen-
tational system and may use more than one
modality.

The component-texts must themselves be
arranged according to a syntax within the com-
posite-text. The individual and augmentation syn-
tactical arrangements are inappropriate for

arranging more than one object. A composite-text
will therefore have a temporal, linear, or schemat-
ic syntax arrangement associated with it.

For example, an instructional video (a com-
posite-text that uses a linear syntax) may include
the following component-texts:

! film of a lecturer explaining a problem (con-
crete-iconic, linear, visual),

! the soundtrack for the film of the lecturer
explaining the problem (symbolic, linear,
aural),

! some photographs (concrete-iconic, individual,
visual), and

! some written paragraphs (symbolic, linear,
visual).

This concept of composite-texts ensures that
augmentation (which applies only to individual
objects) may now be applied more generally over
an entire text.

Extending the syntax dimension: the network
category

The final syntactic category—network—does
not describe the syntax for individual objects. It’s
only used for the arrangement of component-
texts within a composite-text. Unlike the first five

12

IE
EE

 M
ul

ti
M

ed
ia

Visions and Views

Table 2. Aural modality examples.

Concrete-Iconic Abstract-Iconic Symbolic
Individual A recording of a brief, atomic A brief, atomic synthesized sound, A brief, atomic, symbolic sound 

sound, such as a car ignition such as a “whirr” from a computer like a doorbell
Augmentation A recording of a brief, atomic sound, A brief, atomic synthesized sound A brief, atomic, symbolic sound whose 

whose volume is significant, whose tone is significant, such as a tone is significant, like an error “beep” 
such as a door slammed in anger desktop trash can that produces a that changes in tone according to the 

“clunk” that decreases in tone as it fills nature of the error
Temporal A continuous recording representing A continuous synthesized sound A continuous symbolic sound, 

a single concept, such as the sound representing a single concept, such as such as a fire alarm
of waves on a beach the sound of gunfire in a violent 

arcade game
Linear A sequential recording of sounds A sequence of synthesized sounds, A sequence of symbolic sounds, such as a 

representing a story, such as the such as a train’s approach, passing, computer “humm” that changes in pitch 
build-up, height, and conclusion and department that has been depending on the load on the network
of a storm synthesized rather than recorded

Schematic A recording of a sound comprising A synthesized sound track for an A complex sound where differing 
different frequencies, such as a car animated cartoon comprising different frequencies have different interpretations, 
crash involving breaking glass and frequencies, such as a cat howling as it such as a two-tone fire alarm indicating 
severe body damage hits a solid wall both location and severity of the fire

syntactic categories, it does not restrict the order
in which the user receives the component-texts.

In the network arrangement, component-texts
connect together in a network structure of nodes
and links, with related component-texts linked to
each other. There is an implicit lack of linearity
and no predefined sequence of receiving the entire
composite-text. Thus, in receiving the text, a com-
ponent-text may be followed by any one of the
other component-texts associated with it. (Note
that the network syntax corresponds to the hyper-
prefix used in the terms hypertext and hyperme-
dia.) Table 3 shows examples of the visual and
aural modalities in the network arrangement.

The principle of synchronicity 
When considering composite-texts that use

more than one modality, it becomes possible (and
indeed, sometimes essential) to transmit more
than one message at once, as the receiver can now
receive messages through each of the modalities
used. The synchronous messages in the different
modalities may be considered independent of
each other from a perceptual point of view,
although the receiver will usually make a cogni-
tive link between them (for example, associating
a “beep” from a computer with a visually percep-
tible error). Note that cognitive links may some-
times be made between two unintentionally
perceptibly synchronous messages.

A synchronous-text, therefore, is a special type
of composite-text containing an aural component-
text and a visual component-text (which may be
composite-texts themselves). The two component-
texts are transmitted simultaneously, with the
intention that the receiver make a cognitive link
between the aural and visual perception.

Defining multimedia communication
This concrete and well-defined model of media

objects serves as a fundamental basis for defining
multimedia communication. The model itself does

not suggest a single definition—it can be used to
create different definitions of varying inclusive-
ness, as shown by the following examples.

1. The production, transmission, and interpreta-
tion of a composite-text, when at least two of
the component-texts use different representa-
tional systems.

This definition of multimedia is very broad.
Examples of multimedia communication under
this definition include a wall poster that includes
a photograph, some written paragraphs, and a
map; a sentence that uses more than one font;
and an audio novel with a single narrator and at
least one sound effect.

The use of “two” in the definition arises from
the simple principle “two is greater than one, and
one component-text does not comprise a com-
posite-text.” Of course, the definition could adapt
to any number (n) replacing “two,” but this could
cause problems in defining composite texts with
n ! 1 component-texts using different representa-
tional systems.

2. The production, transmission, and interpreta-
tion of a composite-text, where at least two of
the component-texts use different representa-
tional systems in different modalities.

This definition extends the previous one,
emphasizing a need to have more than one
modality in the text, with a similar justification
for the choice of the number “two.” Examples
include an audio tour of an art gallery; a television
commercial with a “voice-over” (the voice of an
unseen narrator); and a greeting card that plays a
tune when opened.

3. The production, transmission, and interpreta-
tion of a composite-text, where the network
syntax is used at least once.
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Table 3. Visual and aural modality examples in the network arrangement.

Concrete-Iconic Abstract-Iconic Symbolic
Visual modality Interactive video, such as a video Interactive animation, such as an Hypertext, as an online thesaurus with 

story where the reader chooses animated version of a video story links between related entries
the story line

Aural modality Interactive audio of concrete-iconic Interactive audio of abstract-iconic Interactive audio of symbolic sounds, 
audio recordings, such as a collection sounds, such as a collection of such as touch-tone menus of recorded 
of different bird songs that can be synthesized sound effects that can spoken information
selected individually be selected individually



Cognitive Media Processing

Forms of info. in human communication
• Classification of info. in terms of its physical media 

• Physical media is needed to transmit a message. 
• Sounds, letters, still and moving images, etc and their combinations 

• Definition of multimedia 
• “Defining Multimedia” [G. Davenport’98] 
• Three dimensions - sign / syntax / modality 

• Concrete -- abstract 
• Temporal and/or spatial organization of signs 
• Sensation 

• Systematic understanding of the existing 
methods to represent multimedia info. 
• Finding and creating a new method

Multimedia is variously and often ambigu-
ously defined. While most people might

accept “a mix of [voice, text and graphics],”1 they
might resist calling a live lecture on a titled work
of art a multimedia presentation.

On the other hand, many definitions focus
entirely on technology: “Multimedia seems to be
defined by the hardware required … rather than
by the user’s experience.”2 For example, despite
the statement that “any computer application
that employs a video disk, images from a CD-
ROM, uses high-quality sound, or uses high-qual-
ity video images on a screen may be termed a
multimedia application,”3 I doubt that anyone
would use the term multimedia for a computer
application that merely plays a piece of music.

In this article I suggest a model of media
objects that does not refer to technology or inter-
activity, but rather concentrates on the nature of
the text. This model provides a useful basis for

defining multimedia communication securely and
unambiguously.

Semiotic terminology
This article uses Peirce’s semiotic definitions

and categorizations; that is, a sign is an intimate
relation between an object (term) and an inter-
pretant (concept).4 While the nature of the bond
between a sign’s two components is irrelevant, a
symbol is a particular category of sign where the
relationship between its object and interpretant is
arbitrary. A semiotic system (code) organizes pat-
terns of particular signs (usually rule- and con-
vention-based) that comprise a system of
meaning, and a symbolic system is a type of semi-
otic system based on symbols. A semiotic system
thus consists of a syntax that defines the manner
in which terms may be organized and a semantics
that indicates how meaning can be attributed to
a syntactically correct pattern of terms.

A message is defined as a syntactically correct
and meaningful combination of terms in a semi-
otic system, and text (representation) as its phys-
ical realization. A representational system (or
medium) is an abstract term that refers to the
physical realization of the rules and conventions
that comprise a semiotic system, and a device is a
physical object used for communication via a
semiotic system. Communication occurs when
text is created according to a particular code and
transmitted via a device. The receiver of the text
decodes it to extract meaning, choosing to impose
a particular code on the text to interpret it.

For example, music is a semiotic system con-
sisting of signs (notes), where each note consists
of a term (such as E flat) and a concept (the sensa-
tion produced by the corresponding sound wave).
A figure from Beethoven’s ninth symphony is a
message, the score is a text, an orchestra is a
device for communicating it, and musical nota-
tion is the abstract term denoting the corre-
sponding representational system.
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Figure 1. The model’s
three dimenions: sign,
syntax, and modality.



Cognitive Media Processing

Forms of info. in human communication
• Information and symbols -- semiotics (記号論) -- 

• Symbol, object, and concept 
• A symbol indicates a real object but often means a concept of that object. 

• Verbal expression, gestural expression, etc. 

• Messages or data are often composed of a set (sequence) of symbols. 
• Adequate understanding of symbols sent by a sender is important. 
• Understanding is based on cultural and/or common knowledge on the concepts. 
• It also requires good understanding of a sender’s intention.

symbol

object

concept
plant 
green 
high 

:
“tree”



Cognitive Media Processing

Forms of info. in human communication
• Qualitative aspect of information - intention and interpretation - 

• A message in the form of text 
• Interpretation often requires understanding the context of the message including a 

sender’s intention as well as the (literal) content of the message. 

• “It’s cold this morning.” 
• From statement of a weather fact to the speaker's need of “I want a cup of hot coffee.” 
• Proper interpretation of a message depends on the context where the message is made. 

• High-context language and low-context language 
• High-context : less verbally explicit communication, less written/formal information 
• “Can you pass me the salt?”    “Yes, I can.”
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Cognitive Media Processing

Forms of info. in human communication
• Context dependency of understanding a message 

• “The lobster at no.18 is furious and about to burst into explosion.”



Cognitive Media Processing

Forms of info. in human communication
• Context dependency of understanding a message 

• “The lobster at no.18 is furious and about to burst into explosion.”

The guest at table 
18, who ordered a 
lobster, is very angry 
because the dish is 
not served yet. 



Cognitive Media Processing

Today’s menu
• The term of “information” used in human communication. 

• Two kinds of definition of information (C. Shannon vs. this lecture) 
• Data and information - intention of a sender and interpretation of a receiver - 

• Various forms of information in human communication 
• Classification of media information 
• Context dependency of information 

• Information and knowledge 
• From data to information 

• Knowledge-based cognitive processing 

• Unconscious processing 
• Your brain creates your world but you cannot be aware of the brain’s processing. 

• Various forms of information and conversion between them 
• Recognition and synthesis: abstraction and embodiment 

• Logical information and expressive (感性，KANSEI) information 
• Behaviors and information processing of autistics



Cognitive Media Processing

From data to information
• Data (message), knowledge (memory), and information 

• Data (message) can become information only when it is interpreted adequately. 
• Interpretation of the context is also needed. 
• What makes interpretation possible?     Explicit and implicit knowledge is important! 

• General framework of (re)cognition 
• Character recognition as example (a, a, a, a, a, a, etc) 

• We can perceive the abstract concept of “a” independently of font and glyph.
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Cognitive Media Processing

From data to information
• How have we acquired knowledge? 

• Abstraction / generalization / induction from what is received as information. 
• A set of facts (instances) can be generalized into some (abstract) rules. 

• Information comes first or knowledge comes first? 
• Chicken-and-egg problem 

• All the required knowledge come from what one has experienced after birth? 
• Inheritance-based (inborn) knowledge and experience-based (acquired) knowledge 
• Implicit knowledge, which is often associated with unconscious processing

data information

abstraction & 
generalization

knowledge
abstraction & 
generalization

induction



Cognitive Media Processing

Implicit knowledge
• Unconscious processing 

• Difficult to notice consciously what is being done in the brain “unconsciously”. 
• Ebbinghaus illusion 

• When you pick up one of the circles, is the distance bet. the two fingers different bet. the circles? 
• Your mind is easily tricked but your fingers in action are not tricked. 

• What-pathway and how-pathway in the vision system of the brain 
• A brain damage in the visual cortex makes “conscious” experiences of seeing impossible. 
• But blind individuals can behave properly according to the visual characteristics of nearby objects!

Ebbinghaus illusion

what

how
visual 
cortex

eye

retina

ventral pathway

dorsal pathway



Cognitive Media Processing

Implicit knowledge
• Unconscious processing 

• Blind sight [L. Weiskrantz’86]

By visual 
inspection

posting 
task

correct 
direction

Through 
action of 
posting

Controls

D.F. has a severe brain damage on the 
visual cortex but no damage on the cortex 
associated with handling things. She cannot 
guess (consciously) the hole direction by 
visual inspection but can guess (uncon-
sciously) through action of posting.

Unconscious action
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Implicit knowledge
• Unconscious processing 

• A blind monkey can see everything [N. Humphrey’72]



Cognitive Media Processing

Implicit knowledge
• Unconscious processing 

• A possible mechanism to make “blind sight” possible.

what
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Cognitive Media Processing

Implicit knowledge
• Unconscious processing 

• Conscious world = what is created by the brain 
• If the brain has some damage, the conscious world changes drastically?   Yes! 

• Phantom limb (phantom leg, arm, and finger) [S. Mitchell1871]      (phantom = 亡霊) 
• A man who dose not has his thumb shouts “my thumb itches!” 
• Plasticity of the brain                                                                               (Plasticity = 可塑性)

hand
thumb

cheek
lips

larynx



Cognitive Media Processing

Implicit knowledge
• Unconscious processing 

• The blind spot on the retina and “filling-in” done by the brain 
• Photoreceptors (視細胞) do not exist on a small region of the retina.

Wow! The star 
disappears!



Cognitive Media Processing

Implicit knowledge
• Unconscious processing 

• Color illusions



Cognitive Media Processing

White and gold or blue and black?



Cognitive Media Processing

Implicit knowledge
• How have we acquired knowledge? 

• Abstraction / generalization / induction from what is received as information. 
• A set of facts (instances) can be generalized into some (abstract) rules. 

• Information comes first or knowledge comes first? 
• Chicken-and-egg problem 

• All the required knowledge come from what one has experienced after birth? 
• Inheritance-based (inborn) knowledge and experience-based (acquired) knowledge 
• Implicit knowledge, which is often associated with unconscious processing

data information

abstraction & 
generalization

knowledge
abstraction & 
generalization

induction



Cognitive Media Processing

Various forms of information
• Media conversion for communication 

• character to symbol: character recognition 
• speech to symbol (character): speech recognition 
• symbol (character) to speech: speech synthesis 
• character to character: font conversion 
• sentence to sentence: language translation 
• speech to speech: spoken language translation 
• musical scores to music: automatic music performance 
• music to musical scores: automatic annotation of notes 
• real images to diagrammatic drawing: outline or edge extraction 
• real images to symbols: object recognition 
• diagrammatic drawing to images: automatic drawing of pictures or scenes 
• The same message can be represented in different ways. 

• The most effective use of media depends on the message and its context. 

• Conversion is done through two processes of recognition and synthesis.

recognition 
& synthesis

characters speech

sentences 
(Japanese)

sentences 
(English)

translation

images
verbal 

description

music

notes



Cognitive Media Processing

Various forms of information
• Media conversion for communication - abstraction and embodiment - 

• (Re)cognition or identification (ex: character recognition) 
• includes a process of removing irrelevant attributes attached to instances 
• Abstraction 

• Generation or synthesis (ex: character synthesis) 
• includes a process of adding back those attributes to realize instances 
• Embodiment
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Cognitive Media Processing

• Logical information and expressive information 
• Logical information 

• Interpretation does not depend on receivers, e.g. objective facts. 

• Expressive (KANSEI，感性) information 
• Interpretation strongly depends on receivers, e.g. subjective impression. 
• Tastes differ (十人十色).

Logical and expressive

Is Tokyo the capital of Japan?

Which guy do you think is 
more handsome?



Cognitive Media Processing

Logical and expressive
• Logical information and expressive information 

• Factors (bases) to describe expressive information 
• Facial expressions (as example) 

• 6 factors of surprise, fear, dislike, anger, happiness, and sorrow 
• A still debatable problem in psychology 

• Theory of mind [D. Premack et. al.’78] 
• The ability to attribute different mental states to oneself and others and to understand that others 

have different mental states than one’s own. 
• Different individuals have different minds. 
• Those who don’t have theory of mind have difficulty in understanding this fact. 

• One of the theories that explains the cause of autism (自閉症) [S. Baron-Cohen’91] 
• Difficulty in reading the mind of others and understanding that everybody has one’s own mind. 
• Difficulty in reading the facial expressions. 
• Abnormality in information processing in the “old” brain.

reptile brain

higher mammal brain

lower mammal brain a, a, a, a, a, a, 
etc



Cognitive Media Processing

Forms of info. in human communication
• Context dependency of information 

• “The lobster at no.18 is furious and about to burst into explosion.”

The guest at table 
18, who ordered a 
lobster, is very angry 
because the dish is 
not served yet. 

“Can you pass me the salt?” 
“Yes, I can.”
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Forms of info. in human communication



Cognitive Media Processing

Today’s menu
• The term of “information” used in human communication. 

• Two kinds of definition of information (C. Shannon vs. this lecture) 
• Data and information - intention of a sender and interpretation of a receiver - 

• Various forms of information in human communication 
• Classification of media information 
• Context dependency of information 

• Information and knowledge 
• From data to information 

• Knowledge-based cognitive processing 

• Unconscious processing 
• Your brain creates your world but you cannot be aware of the brain’s processing. 

• Various forms of information and conversion between them 
• Recognition and synthesis: abstraction and embodiment 

• Logical information and expressive (感性，KANSEI) information 
• Behaviors and information processing of autistics
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Title of each lecture
• Theme-1 

• Multimedia information and humans 
• Multimedia information and interaction between humans and machines 
• Multimedia information used in expressive and emotional processing 
• A wonder of sense - synesthesia - 

• Theme-2 
• Speech communication technology - articulatory & acoustic phonetics - 
• Speech communication technology - speech analysis - 
• Speech communication technology - speech recognition - 
• Speech communication technology - speech synthesis - 

• Theme-3 
• A new framework for “human-like” speech machine #1 
• A new framework for “human-like” speech machine #2 
• A new framework for “human-like” speech machine #3 
• A new framework for “human-like” speech machine #4
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