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e Baseline 1: NMF-based voice conversion
» Baseline 2: INCA algorithm

» Proposed: Nonparallel training of NMF-based voice conversion

« Experiments



Non-negative matrix factorization (NMF) 4
[D. D. Lee+, 1999]
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« NMF acquires H and U
by minimizing divergence D(Y |HU )



Non-negative matrix factorization (NMF) 5
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» Supposing input matrix is spectrogram,
exemplars contain individuality and
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NMF-based Voice Conversion (NMF-V(C) 6

[R. Takashima+, 2012]
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NMF-based Voice Conversion (NMF-V(C) 7

[R. Takashima+, 2012]
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NMF-based Voice Conversion (NMF-V(C) g

[R. Takashima+, 2012]
o Uses parallel exemplars as a conversion model

» NMF-VCis called “exemplar-based VC”

V' Fast on GPU, because NMF uses only basic matrix operations

X Requires parallel corpora

X Degrades because of activation mismatch
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» Baseline 1: NMF-based voice conversion

Baseline 2: INCA algorithm

» Proposed: Nonparallel training of NMF-based voice conversion

« Experiments



INCA aIgOrithm 10 /23

[D. Erro+, 2010]
» [terative combination of a Nearest neighbor search step and

a Conversion step Alignment method

» Algorithm to acquire alignment of nonparallel corpora

Parallel data




INCA aIgOrithm 11 /23

[D. Erro+, 2010]
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INCA algorithm 12

v Applicable to any parallel VC frameworks

V' Easy to implement

X Requires as much data as parallel VC systems
» VC system does not require much data for source speaker

 VCsystem is a generator of target speaker



Outline

» Baseline 1: NMF-based voice conversion

» Baseline 2: INCA algorithm

 Proposed: Nonparallel training of NMF-based voice
conversion

» Experiments
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Revisit to NMF-VC

 NMF is equivalent to
alignment from spectrogram to exemplars
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Proposed training method of NMF-VC 15

» Acquires activation of NMF-VC using INCA technique

_
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Source Target = alighment
spectrogram exemplars

(given)

» Activity is irrelevant to speaker of exemplars
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Proposed training method of NMF-VC
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» Baseline 1: NMF-based voice conversion
» Baseline 2: INCA algorithm

» Proposed: Nonparallel training of NMF-based voice conversion

 Experiments



Experimental setups

» Methods for comparison
» CycleGAN-VC [T. Kaneko+, 2019], Parallel NMF-VC [R. Takashima+, 2012]
» Dataset: Japanese versatile speech corpus [s. Takamichi+, 2019]
» Speaker pair: JVS066->JVS010 (F2F), JVS5054->JVS010 (M2F)
» Number of sentences: 60 for target speaker, 1or 10 for source speakers, 20 for test
» Same 60 sentences are used for source speakers in parallel NMF-VC
» Analysis / Synthesis: WORLD [M. Morise+, 2016]
» Target of decomposition: Amplitude spectrograms of WORLD spectral envelopes
» Dictionary size (number of exemplars): 200
» Conditions of subjective experiments (= 25 subjects)
» A/B preference tests for naturalness

» ABXtests for speaker similarity
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Results of subjective experiments 19

» Comparison with parallel NMF-VC

F2F M2F

Parallel Proposed (1 utterance) Parallel Proposed (1 utterance)

Naturalness |
ldentity | |
0% 25% 50% 75% 100% 0% 25% 509% 75% 100%
Preference score Preference score

» Proposed framework outperformed
conventional parallel NMF-VC framework

— : 95% confidential



Results of subjective experiments

» Comparison with CycleGAN-VC

F2F M2F
CycleGAN  (lutterance) Proposed CycleGAN  (lutterance) Proposed

Naturalness |
ldentity ¢
0% 25% 50% /5% 100% 0% 25% 50% /5% 100%

Preference score Preference score
(10 utterances) (10 utterances)
Naturalness

0% 259% 50% 75% 100% 0% 259% 50% 75% 100%
Preference score Preference score

» Proposed framework efficiently used
a small source speakers' data

— : 95% confidential
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Results of subjective experiments 21
» Effects of an amount of source speakers' data
(1 utterance) F2F (10 utterances) (1 utterance) M2F (10 utterances)
Naturalness
ldentity
0% 25% 50% 75% 100% 0% 25% 50% 75% 100%
Preference score Preference score

» More source speakers' data provided
more speaker similarity about target speaker



Audio examples 22 /2

 Tsentenceis
used for
training each
source speaker

Parallel
NMF-VC

CycleGAN-VC Proposed

Target (Female)

» Examples are
available online
(see last slide)

Source

F2F
Converted

Source

M2F

Converted




Conclusions 23

» We introduce nonparallel training method of NMF-VC
inspired by the INCA algorithm

» The method achieved the goal
with the small amount of the training data for source speakers

Future Works
» Higher quality conversion

 Inter-language conversion

https://www.gavo.t.u-tokyo.ac.jp/~hitoshi/nmfvc2020interspeech/



