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Abstract

It is well-known that the performance of automatic speech
recognition (ASR) systems are easily affected by acoustic
mismatch between training and testing conditions. This mis-
match is often caused by various kinds of environmental
noise or distortion. To reduce the effect of mismatch, feature
normalization, feature enhancement, model adaptation, etc.
have been studied intensively. Cepstral mean normalization
(CMN), mean and variance normalization (MVN) and his-
togram equalization (HEQ) are well-known methods of fea-
ture normalization. Stereo-based piecewise linear compen-
sation for environments (SPLICE) is one of the feature en-
hancement methods. In this paper, we describe how to com-
bine these methods to effectively improve the robustness of
ASR systems. In the experiments performed on the Aurora-2
database, a good combination showed a 41% improvement in
word error rate over SPLICE only, and a 25% improvement
over the conventional combination of SPLICE and CMN.

1. Introduction

When there is a mismatch between the acoustic conditions
of training acoustic models and using them in applications,
the performance of a speech recognition system is often seri-
ously degraded. Various sources give rise to this mismatch,
such as background noise, acoustic characteristics of record-
ing devices, channel distortion, etc. Compensation methods
for robust ASR mainly focus on minimizing this mismatch.

Feature normalization methods are applied as a part of the
feature extraction in order to minimize the mismatch. CMN
[1] and MVN [2] are well-known methods of feature normal-
ization. CMN removes the average value of the feature vector
from each observation. This normalization compensates for
the main effect of channel distortion. MVN normalizes not
only the average but also the variance of the feature vectors.
HEQ, which is a feature normalization method frequently
used in digital image processing, is also efficient in speech
recognition [3, 4]. HEQ transforms acoustic features so that
the histogram of transformed features resembles the normal
distribution. Because the transformation can be non-linear,

HEQ can compensate for non-linear distortion by noise.
SPLICE [5] is well known as a frame-based noise removal

algorithm for feature enhancement. SPLICE approximates
the non-linear transformation from noisy features to its clean
version by probabilistic summation of piecewise linear trans-
formations. The weights of transformations are calculated by
using a Gaussian mixture model (GMM) of noisy features.
Because transformations and a GMM of noisy features are
trained in advance, the enhancement procedure of SPLICE
requires a low computational cost but the performance of
SPLICE is high. However, the performance of SPLICE is
poor in a different environment from training one.

Although each method can reduce the mismatch to some
degrees, as far as we know, it seems that not so much attention
was paid to how to combine these methods. In this paper, we
investigate different combinations for more robust ASR. Ap-
plication of feature normalization after SPLICE is expected
to reduce the distortion that still remains after SPLICE. Con-
sidering that SPLICE accepts any type of features as its in-
put, normalized features can be used as input to SPLICE to
enhance them. Because normalized features contain less mis-
matches than original features, the enhancement performance
of SPLICE is expected to improve.

2. Methods

In this section, we briefly explain some methods to improve
the robustness against noise. In particular, we introduce two
normalization methods, CMN and HEQ, and a feature en-
hancement method, SPLICE.

2.1. Feature normalization

Cepstral Mean Normalization (CMN) subtracts the aver-
age of cepstra from themselves. Since cepstra are derived
from log spectra, CMN has the effect of reducing sensitivity
to channel distortion. The normalized feature x̂ is

x̂ = F (x) = x− µ , (1)

where µ is the mean of the original feature x. CMN makes
the mean of the normalized feature x̂ zero and so equalizes
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the first moment of its probability distribution. CMN is par-
ticularly simple but can realize robust speech recognition.

Histogram Equalization (HEQ) is a feature normalization
method to provide a transformation F from x to x̂. F is
calculated as

x̂ = F (x) = C−1
normal(C(x)) , (2)

where C is the cumulative distribution of the original feature
x and C−1

normal is the inverse function of the cumulative dis-
tribution of the standard normal distribution. HEQ makes the
histogram of the normalized feature x̂ the standard normal
distribution. In other words, HEQ equalizes all the moments
of the probability distribution to those of the standard normal
distribution. For this reason, HEQ can be considered as an
extension of CMN or MVN. Because the transformation F is
non-linear, HEQ can compensate for non-linear distortion.

2.2. SPLICE

SPLICE approximates the non-linear transformation from
noisy feature y to its clean version x by probabilistic summa-
tion of piecewise linear transformations. We obtain an esti-
mate x̂ of the clean feature x as

x̂ =
∑

k

p(k|y)Aky
′ , (3)

where Ak is a linear transformation and y′ is an augmented
feature vector given by [1 y#]#. Ak is trained in advance by
using stereo data and p(k|y) is calculated by using GMM of
noisy features. k is an index of the GMM component.

In a training step of SPLICE, we firstly characterize a prob-
ability density function of noisy features y as GMM

p(y) =
∑

k

πkN (y;µk,Σk) , (4)

where πk, µk, Σk are the weight, the average, the variance of
the k-th component. Next, we estimate the linear transforma-
tion Ak based on the weighted minimum mean square error
criterion.

Ak = argmin
Ak

∑

i

p(k|yi)||xi −Aky
′
i||2 . (5)

This estimation needs stereo data, namely, noisy features yi

and their clean version xi. Because transformations Ak and
a GMM of noisy features y are trained in advance, the en-
hancement procedure of SPLICE requires a low computa-
tional cost but the performance of SPLICE is high. How-
ever, since {Ak} are trained using stereo data in the training
dataset only, the performance of SPLICE has to be poor in a
different environment from training one.

2.3. Combination of HEQ and SPLICE

In the literature [5], a method to apply CMN after SPLICE
was proposed, which will be called SPLICE-CMN. In this
paper, we propose more robust features using HEQ after
SPLICE, SPLICE-HEQ, obtained by the following formula:

x̂ =
∑

k

p(k|y)Aky
′ (6)

ˆ̂x = C−1
normal(C(x̂)) , (7)

where x̂ is estimated feature by SPLICE. HEQ is expected to
compensate for non-linear distortion which CMN cannot deal
with well.

Moreover, SPLICE can take any type of features as input
and transform them adequately [6]. So, we propose to ap-
ply HEQ to noisy features beforehand and input the resulting
features to SPLICE, HEQ-SPLICE. The final feature ˆ̂x is

ŷ = C−1
normal(C(y)) (8)

ˆ̂x =
∑

k

p(k|ŷ)Akŷ
′ , (9)

where ŷ is a normalized noisy feature by HEQ. A GMM of
ŷ and Ak are trained using normalized clean feature x̂i and
normalized noisy feature ŷi in advance according to the fol-
lowing formulae:

p(ŷ) =
∑

k

πkN (ŷ;µk,Σk) (10)

Ak = argmin
Ak

∑

i

p(k|ŷi)||x̂i −Akŷ
′
i||2 . (11)

Because normalized features are supposed to contain less
mismatches than original features, SPLICE is expected to en-
hance input features more adequately.

3. Experimental results

Experiments of various combinations were conducted on
the Aurora-2 database [7]. This database consists of English
connected digit utterances in the presence of additive noise
and linear convolutional distortion. The database prepares
three test sets to measure the ASR performance. Set A con-
tains noises similar to those found in the training data, set B
contains new additive noises, and set C contains new convolu-
tional distortion. We used HMMs which are 16-states whole-
word models for each digit and have 20 diagonal Gaussian
mixture components in each state. We prepared two types of
HMMs. The first HMMs were trained by using clean speech
data only (clean acoustic models), and the second HMMs
were trained by using both clean speech data and noisy speech
data (multi-conditions models). We used MFCC+∆+∆∆
totaling 39 dimensions as feature vector. We investigated
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Table 1: Summary of word accuracies for HEQ using clean acoustic models
HEQ Set A Set B Set C

N1 N2 N3 N4 N1 N2 N3 N4 N1 N2 Average
CLEAN 99.66 99.70 99.46 99.63 99.66 99.70 99.46 99.63 99.69 99.64 99.62
SNR20 98.04 98.61 98.81 97.59 98.96 97.97 98.81 98.33 98.19 98.22 98.35
SNR15 95.64 96.49 97.05 94.91 96.90 96.10 97.29 96.02 95.46 95.98 96.18
SNR10 88.70 91.05 91.83 87.84 92.05 90.39 93.20 91.08 89.35 90.02 90.55
SNR5 74.95 73.88 75.22 73.28 77.22 75.24 78.17 76.18 73.87 76.39 75.44
SNR0 46.48 43.05 46.47 47.49 50.02 45.95 51.21 47.27 45.96 46.52 47.04
SNR-5 20.11 16.60 18.91 22.52 20.39 18.23 21.92 18.61 19.50 18.26 19.51
Average 80.76 80.62 81.88 80.22 83.03 81.13 83.74 81.78 80.57 81.43 81.52

Table 2: Summary of word accuracies for SPLICE using clean acoustic models
SPLICE Set A Set B Set C

N1 N2 N3 N4 N1 N2 N3 N4 N1 N2 Average
CLEAN 99.48 99.40 99.37 99.48 99.48 99.40 99.37 99.48 99.57 99.49 99.45
SNR20 98.89 99.06 99.14 98.61 99.14 98.58 98.93 98.89 98.68 97.76 98.77
SNR15 97.64 98.55 98.45 97.78 98.53 97.25 98.06 97.62 97.18 95.56 97.66
SNR10 95.27 96.16 96.03 94.57 95.67 91.02 94.09 91.89 91.93 88.72 93.54
SNR5 87.96 81.80 82.64 83.74 83.39 67.74 77.57 71.03 75.04 68.20 77.91
SNR0 63.28 42.78 46.73 57.11 53.67 32.50 41.75 26.54 40.87 35.25 44.05
SNR-5 28.89 13.48 14.76 24.00 18.70 12.06 12.76 7.56 15.75 15.30 16.33
Average 88.61 83.67 84.60 86.36 86.08 77.42 82.08 77.19 80.74 77.10 82.39
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Figure 1: Average word accuracies of Aurora-2 recognition
results using clean acoustic models
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Figure 2: Average word accuracies of Aurora-2 recognition
results using multi-conditions acoustic models
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Table 3: Summary of word accuracies for HEQ-SPLICE-HEQ using clean acoustic models
HEQ-SPLICE-HEQ Set A Set B Set C

N1 N2 N3 N4 N1 N2 N3 N4 N1 N2 Average
CLEAN 99.66 99.70 99.46 99.63 99.66 99.70 99.46 99.63 99.69 99.64 99.62
SNR20 98.71 99.00 99.02 98.89 98.96 98.61 99.11 99.04 98.50 98.40 98.82
SNR15 97.30 98.28 98.51 97.66 98.19 97.97 98.90 98.46 97.45 97.94 98.07
SNR10 95.12 96.04 96.48 94.69 96.19 95.28 97.23 95.83 95.27 94.92 95.71
SNR5 88.24 88.03 89.20 86.55 89.19 86.88 90.58 87.90 88.46 86.40 88.14
SNR0 66.56 60.13 61.29 68.93 67.15 60.85 69.79 63.13 66.29 61.79 64.59
SNR-5 29.94 22.82 21.47 36.62 29.94 25.03 29.91 26.29 29.54 25.03 27.66
Average 89.19 88.30 88.90 89.34 89.94 87.92 91.12 88.87 89.19 87.89 89.07

6 combinations of SPLICE and normalization: 1) SPLICE
only, 2) HEQ only, 3) CMN after SPLICE, 4) HEQ after
SPLICE, 5) HEQ before SPLICE, 6) HEQ both before and
after SPLICE. GMM used in SPLICE has 1024 components
and was trained in advance by using noisy speech data. Fea-
ture normalization was done utterance by utterance.

Figure 1 shows the averages of speech recognition results
using clean acoustic models. Table 1, 2 and 3 show sum-
maries of HEQ, SPLICE and HEQ-SPLICE-HEQ respec-
tively. From Figure 1, we can say that SPLICE shows high
performance in Set A but lower performance in Set B and
Set C, and that HEQ shows balanced performance in con-
trast. The recognition accuracy is clearly improved by apply-
ing HEQ additionally to SPLICE (SPLICE-HEQ and HEQ-
SPLICE). The performance of SPLICE-HEQ is better than
SPLICE-CMN in all the test sets. By comparing SPLICE-
HEQ and HEQ-SPLICE, it seems that HEQ should be intro-
duced after SPLICE. But HEQ-SPLICE-HEQ shows the best
result in all the test sets. Especially, the effectiveness of dou-
ble HEQ is high in set C.

Figure 2 shows the averages of speech recognition results
using multi-conditions acoustic models. On the whole, the
similar tendency is observed as shown in Figure 1 but some
differences are found. Compared with SPLICE-CMN, the ac-
curacy of SPLICE-HEQ improves in all the sets. HEQ alone
yields a high performance for each case. Therefore the fea-
tures obtained by applying HEQ before SPLICE gave us a
little improvement compared with HEQ only.

4. Conclusions

This paper describes effective combinations of SPLICE
and feature normalization for noise robust speech recognition.
In the experiments, the combination of HEQ and SPLICE
yields higher performance in both clean condition and multi
condition than the conventional combination. In clean condi-
tion, we achieved a 41% improvement in word error rate over
SPLICE only, and a 25% improvement over the conventional
combination of SPLICE and CMN.

Our future work is to compare our proposed method with
another noise robust features like the advanced front-end [8].
Moreover, we plan to experiment on another database like
Aurora-3 or Aurora-4 database.
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