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Abstract—This paper presents a technique to separate the 
audio signals from their binaural mixtures based on localizing 
the sources in the space of interaural differences. Two 
interaural differences ITD (interaural time difference) and ILD 
(interaural level difference) are used as the principal cues to 
localize and segregate the sources. Hilbert spectrum is 
employed to decompose the mixture signals into time-
frequency (T-F) space. The sources of the mixtures are 
considered as disjoint orthogonal in the T-F space. Hilbert 
spectrum has a better T-F resolution than Fourier based 
method and hence it produces a better disjoint orthogonality of 
the sources. The separation efficiency as presented in 
experimental results using our proposed algorithm is 
noticeable in this research area. 

I. INTRODUCTION 
The separation of mixed audio signals has many potential 

applications including robust speech recognition, music 
trascription, speaker separation from recorded meeting and 
video conferencing. The present research trend is to reduce 
the number of mixture signals. The researches on single 
mixture source separation [1,2] produce some application 
specific results. They have the limitations in robustness and 
it is very difficult to separate more than two sources using 
single mixture. The cocktail-party effect is a crucial situation 
for humanoid robotics to segregate and recognize a particular 
sound. In such situation human has the ability to keep the 
attention to a single audio source in an adverse acoustical 
condition. The location of the source helps human auditory 
to be separated from the interfering sounds. In multi-source 
listening situation, human exploits spatial characteristics of 
source signals by the mechanism of binaural hearing. 

The human localization ability is simulated for speech 
segregation in [3,4]. They have only focused on the 
separation of one target source (speech). The location based 
separation is also applied in [5, 10] using FFT based time-
frequency (T-F) representation cosidering the sources as 
disjoint orthogonal. Whereas FFT based method (STFT 
short-time Fourier transform) is only acceptable for disjoint 

orthogonality consideration of speech signal but not well 
suited for all types audio signals.  

This paper presents a technique to detect, discriminate 
and separate individual audio source from their binaural 
mixtures using some spatial localization cues. In human 
audition, ITD and ILD are introduced between two ears’ 
binaural signals. The ITD is the main localization cue at low 
frequency (<1.5kHz) and ILD dominates the high frequency 
range [3]. Measured head related transfer functions (HRTFs) 
introduce natural combination of ITD and ILD in binaural 
mixture. The empirical mode decompostion (EMD) together 
with Hilbert transform [2, 6] is used for T-F representation of 
the binaural mixture signals. The T-F is clustered in ITD/ILD 
space to localize the source signals. The sources properly 
localized in ITD/ILD space are segregated and recostructed 
using some reverse transformations. EMD based T-F 
represenation has better T-F resolution and hence more 
suitable for source disjoint orthogonality consideration.  

The proposed method can blindly separate the sources (at 
fixed position) from the mixture of more than two sources. 
The separation model is described in scetion 2, section 3 
presents the derivation of source disjoint orthogonality, some 
experimental results are presented in section 4 and finally 
section 5 contains some discussion and conclutions 

II. PROPOSED MODEL DESCRIPTION 
The schematic diagram of proposed binaural separation 

model is shown in Figure 1. It consists of two basic stages: 
(1) source localization in ITD/ILD space and (2) source 
separation and reconstruction. Each stage is described in 
detail in the following sub-sections. The inputs to the system 
are the monaural signals presented at different but fixed 
locations. The binaural signals are obtained by convoluting 
the monaural signals with measured HRTFs (from a 
KEMAR dummy head of MIT media laboratory under 
anechoic condition) corresponding to the direction of 
incidence [6]. The mixtures can be defined as the 
convolutive sum with HRTFs: 
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Figure 1.  Schematic diagram of the proposed method 
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 where j =l, r (denoting left and right respectively), sk is 
the kth source and hjk denotes the measured HRTF at the kth 
source position. We have proposed a localization based 
source separation method considering source disjoint 
orthogonality with Hilbert spectrum which is a fine 
resolution T-F representation.    

A. Hilbert Spectrum 
The principle of the EMD method is to decompose a time 

domain signal into a sum of oscillatory functions called 
intrinsic mode functions (IMFs) [2]. Each IMF satisfies two 
conditions: (i) in the whole data set the number of extrema 
and the number of zero crossing must be same or differ at 
most by one, (ii) at any point, the mean value of the envelope 
defined by the local maxima and the envelope defined by the 
local minima is zero. The first condition is similar to the 
narrow-band requirement for a stationary Gaussian process 
and the second condition adapts a global requirement to a 
local one, and is necessary to ensure that the instantaneous 
frequency will not have redundant fluctuations as induced by 
asymmetric waveforms [6]. Another way to explain how 
EMD works is that it extracts out the highest frequency 
oscillation that remains in the signal. Thus, locally, each IMF 
contains lower frequency oscillations than the one extracted 
just before.  There exist many algorithmic approaches of 
EMD [7]. At the end of EMD, any signal xr(t) can be  
represented as:  
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where n is the number of IMFs and rn(t) is the final residue 
signal. Every IMF is a real valued signal. Analytic signal 
method is used to calculate the instantaneous frequency (IF) 
of the IMFs. The analytic signal corresponding to ith IMF is 
defined as: )()()]([)( tj

iii
ietatimfjHtimf θ=+  where H[] 

is the Hilbert transform operator, ai(t) and θi(t) are 
instantaneous amplitude and phase respectively. The 
instantaneous frequency ωi(t) can easily be computed as the 
change of θi(t) with respect to time t as: ωi(t)=dθi(t)/dt.   

 Hilbert spectrum H(ω,t) describes the joint distribution 
of signal amplitude as a function of frequency and time. To 
build H(ω,t), the IF of each IMF is first scaled according to 
the given frequency bins. Then for every imfi(t), if  ωi(t)is the 
corresponding IF, we represent the time-frequency plane as 
the triplet {t, ωi(t), ai(t)} where ai(t) is the amplitude of the 
analytic signal associated to imfi(t). H(ω,t) can produce the 
instantaneous (even at every sampling time) spectra of 
nonlinear and non-stationary signals.  

B. Source Localization in ITD/ILD Space 
Hilbert spectrum (HS) is a fine resolution time-frequency 

representation. If HL(ω,t) and HR(ω,t)  are the Hilbert 
spectrum of binaural mixtures xl(t) and xr(t) respectively, the 
ITD and ILD can easily be computed with a simple division 
[5, 8] as: 
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The average relative energy and phase are calculated within 
the time frame tf (1ms length with 0.5ms overlapping) 
yielding the ITD and ILD.  
 

 
Figure 2.  ITD/ILD Space Localization of three sources 

The values of computed ITD and ILD are quantized into 
the discrete levels (50 levels) and the histogram h(ITD, 
ILD) is constructed by mapping T-F points into quantized 
ITD/ILD space. In h(ITD, ILD), we observe that each 
source is properly localized at specific region in ITD/ILD 
space. Figure 2 shows the ITD/ILD space localization of 
three sources (two speech signals and flute sound located at 
–40°, 30° and 0° azimuths respectively with all at 0° 
elevation). It is clearly noticeable that the strong peaks 
correspond to distinct active sources.  

C. Source Separation and Re-Synthesis 
Some further processing is necessary to smooth the 

histogram such that every source produces only one peak 
with some surrounding points. The individual source signal 
is separated by deriving corresponding masking function for 
T-F domain. A binary mask (by nullifying T-F points of 
interfering sources) is computed to collect the T-F points 
(from HL or HR) corresponding to each peak region (for 
every source) in joint ITD-ILD space. If Mk(ω,t) be the 
binary mask of the kth source, the HS of kth source Hk(ω,t)= 
Mk(ω,t)HL(ω,t) or Hk(ω,t)= Mk(ω,t)HR(ω,t).  
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During the Hilbert transform the real part of the signal 
remains unchanged. The time domain signal of kth source is 
reconstructed by filtering out the imaginary part from the HS 
and summing over frequency bins as [2]: 
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where φ(ω,t) is the phase matrix of HL (or HR). The phase 
matrix is saved during the construction of Hilbert spectrum 
to be used in re-synthesis. 

III. DISJOINT ORTHOGONALITY OF THE SOURCES 
In order to better measure a signal at a particular time and 

frequency (ω,t), it is natural to desire that ∆t and ∆ω be as 
narrow as possible. In Fourier based T-F representation ∆t 
and ∆ω has to satisfy an uncertainty inequality 

2
1≥∆∆ ωt

which 

is the trade-off of the selection of time-frequency resolution 
in STFT. The simple definition of disjoint orthogonality of 
audio sources says that not more than one source signal is 
active at the same time and with same frequency. This is a 
very hard definition to comply with the audio signals. Some 
assumption relaxes this definition as in [5, 10]. They have 
called two functions f1(t) and f2(t) as w-disjoint orthogonal if 
for a given window function w(t), the supports of the 
windowed Fourier transforms with w(t) of f1(t) and f2(t) are 
disjoint. If F1(ω,t) and F2(ω,t) are the windowed Fourier 
transform of the signals f1(t) and f2(t), the W-disjoint 
Orthogonality assumption can be stated as: 

ttFtF ,;0),(),( 21 ωωω ∀=  

We are not considering the window function to measure 
the disjoint orthogonality (DO) here as no window function 
is required in computing the Hilbert spectrum. Hence we are 
simply calling it disjoint orthogonality by dropping the w 
term. The signal to interference ratio (SIR) is used as basis to 
measure the DO. The SIR for the jth source signal is, 
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where N is the number of audio signal considered to be 
disjoint orthogonal, Xj(ω,t) is the T-F representation (using 
STFT  or Hilbert spectrum) of the jth signal. The dimension 
of T-F representation using STFT and HS may be different, 
hence the DO is defined as the percentage over the whole T-
F region. It is achieved by dividing the SIRj with the total 
number of T-F points used to calculate SIRj. Finally the 
average disjoint orthogonality (ADO) is the average of all 
SIRs of individual signal as: ∑
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The same process is applied to measure ADO (between 0 
to 1) for STFT and HS based T-F representation of the 
experimental audio signals. We have presented some 
experimental results to compare STFT and Hilbert spectrum 
as the T-F representation tools of audio signals in terms of 
source disjoint orthogonality. 

IV. EXPERIMENTAL RESULTS 
We have used the binaural mixtures of three audio 

streams of two male speech (sp1 and sp2) and flute sound 
(ft) to test the efficiency of our algorithm. Each monaural 
recording is upsampled to 44.1 kHz to match with the HRTF. 
The binaural mixtures are obtained using equation (1) and 
then down-sampled to 16kHz. Placing the sound sources at 
various locations (azimuth, elevation) produces different 
binaural mixtures for the test purpose. Such three mixtures 
are produced as: m1{sp1(-40°, 0°), sp2(30°, 0°), ft(0°, 0°)}, 
m2{sp1(20°, 10°), sp2(0°, 10°), ft(-10°,10°)}, m3{sp1(40°, 
20°), sp2(30°, 20°), ft(-20°, 20°)} and the separation result is 
presented bellow. The origin (0° azimuth, 0° elevation) is 
considered at the front of the listener.  

The average value of short time energy ratio between 
original and separated signal is used here as the criterion to 
measure the separation efficiency. It is termed as OSSR 
(original to separated signal ratio) [2] and defined by 
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where soriginal and sseparated are the original and separated 
signal respectively, w is frame length (10 ms) and T is the 
number of frames. In the case for zero energy in a particular 
window, no OSSR measurement is performed. If the two 
signals are similar, OSSR=0 and any other value (positive or 
negative) is a measure of their dissimilarity. Table 1 shows 
the average OSSR of each signal for every mixture. Smaller 
deviation of OSSR from 0 indicates the higher degree of 
separation. It also presents comparative experimental results 
of separation using HS and STFT though STFT depends on 
many factors.       

Table 1: The experimental results of audio source separation 
using HS (with 257 frequency bins) and STFT (30ms 

Hamming window, 20ms overlapping and 512 point FFT).    

Mixtures  T-F OSSR of sp1 OSSR of sp2 OSSR of ft 
HS -0.0271 0.0213 0.0264  

m1 
STFT 0.0621 -0.0721 -0.0531 

HS 0.0211 -0.0851 -0.0872  

m2 
STFT 0.0824 0.1202 0.1182 

HS 0.0941 -0.0832 0.0225  

m3 
STFT -0.1261 0.1092 -0.0821 

 

The separation efficiency depends only on the apart angle 
between the sources locations but not on the signal contents. 
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The separation accuracy is better for larger apart angle 
between the sources. It is suggested to keep apart angle 
among the locations of the sources not less than 10° (both 
azimuth and elevation). 

Each one of the three audio signals is converted to T-F 
space using HS and STFT separately to produce some 
experimental results of DO. Figure 3 shows ADO of HS and 
STFT (using Hamming and Hanning window with 60% 
overlapping) as a function of the number of frequency bins. 
Figure 4 presents the comparison between HS and STFT as a 
function of window overlapping. 

 
Figure 3.  ADO of HS and STFT as a function of frequency bins 

 
Figure 4.  ADO of HS and STFT as a function of window overlapping 

The variation of ADO of HS is very small (only for the 
number of frequency bins), whereas many factors affect the 
ADO of STFT. It is also a crucial decision to determine the 
suitable parameters for better source separation with ADO 
consideration. Hence the ADO of the audio signals of HS is 
better than that of STFT based T-F representation. It is 
obvious to produce better source separation efficiency by the 
proposed method with HS as the T-F representation.        

V. DISCUSSION AND CONCLUSIONS 
We have proposed an audio source separation technique 

by localization of the sources in the domain of binaural cues. 
HRTF is employed to introduce the binaural cues of human 
auditory system. It is considered that the sources are disjoint 
orthogonal [5, 10] in their T-F domain. The better the DO of 
the sources produces better separation on the basis of DO 
consideration. Hilbert spectrum is used for T-F 
representation of the binaural mixture signals. In [5] it is 
argued that the source disjointness depends on many factors 
including window size, window type, number of overlapping 
samples and also for the number of FFT points to produce 
the spectrogram. Hilbert spectrum is not affected by any of 

the mentioned factors as presented in experimental results. 
Another potential issue of the improvement of DO of HS is 
that some crossed terms are introduced in STFT with window 
overlapping and HS is free of such scenario. In [3] the 
authors have used the binaural cues to estimate the ideal 
binary mask to separate speech signal from interfering noise. 
The source with higher contribution at any T-F point is 
considered as the target signal (speech). They proposed a 
training based energy ratio function measuring the relative 
strength between the target source and the acoustic 
interference at each T-F point. The individual filter output of 
the filterbank (with 128 of gammatone filters) is divided into 
20ms time frame with 10ms overlap that correspond the T-F 
unit. This consideration is hard to be used for separating 
more signals individually. In our system ITD/ILD space 
localization is used to separate more than two sources. Being 
independent of signal content the localization cues can be 
used to segregate sequence of voiced and unvoiced 
components originating from the same location. The 
separation performance does not depend on the spectral 
nature of the target sources. 

The specialty of the Hilbert spectrum is that the time 
resolution can be as precise as the sampling period and the 
frequency resolution depends on the choice (it should not be 
the power of 2 as in Fourier method) up to Nyquist 
frequency. Hence it serves as the potential T-F representation 
for the consideration of source disjoint orthogonality. The 
robust analysis of disjoint orthogonality of various audio 
sources and the separation of moving sources are the main 
concern as the future works of this research.    
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