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~ Cognitive Media Processing @ 2015
Menu of the last lecture

¢ Fundamentals of statistical speech recognition
® Acoustic models for speech recognition

e From word models to subword models

® Speech recognition using grammars

e A small demo of automatic broadcast captioning

e Recommended books



Cognitive Media Processing @ 2015

HMM as generative model

CLOSURE BURST RELEASE VOWE

Probabilistic generative model

State transition is modeled as transition probabillity.
Output features are modeled as output probability.

(©1998, K.Takeda, N.Minematsu and T.Shimizu
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Hidden Markov Process

transition
—Q

state
P(on| wp_1,-2p )=Planl  Sp )
previous observations current state |

Observation sequence : z{, z9, -, ap, - -
(Hidden) state sequence : Sy, S5,---,Sp, -

e Previous observations cannot determine the current state uniquely.

e Signals (features) are observed but states are hldden

(©1998, K.Takeda, N.Minematsu and T.Shimizu
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Tree lexicon (compact representation of the words)

®
k@)i@
k i
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The following words  gaito: (B k), sasaki (£ 4 K), sato: (1£HE)

are stored as a tree. suzuki (%I_/}?k) ’ YOShida (:g )

(©1998, K.Takeda, N.Minematsu and T.Shimizu
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Tree-based lexicon using phoneme HMMSs
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Generation of state-based network containing
all the candidate words

©1998, K.Takeda, N.Minematsu and T.Shimizu
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Network grammar with a finite set of states

T ]
BE
- sal BENLET
B L H
® ‘ =|
START START | END END

A sentence Is accepted If it starts at one of the initial
states and ends at one of the final states.

(©1998,1999 K.Takeda, N.Minematsu, T.Shimizu, K.ltou
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Speech recognition using a network grammar |

grammatical WOI’leI\/IM ‘grammatical Word HMM .
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When a grammatical state has more than one preceding words,
the word of the maximum probability (or words with higher
probabillities) is adopted and it will be connected to the following
candidate words.

©1998,1999 K.Takeda, N.Minematsu, T.Shimizu, K.ltou
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Probabilistic decision

, .
e
o

. - Observation: You pick a ball three times. The colors are@ O @.
Probabilities of P@O® | A) and P(@ 0@ | B)
§A13x7><3 =0.063 B 37><3><7=0147
1010 10 T 10 10 10 '
Decision: The bag used is supposed to be B.

©1998,1999 K, Takeda, N.Minematsu, T.Shimizu, K.ltou




Cognitive Media Processing @ 2015

N-gram language model

The most widely-used implementation of P(w)

Only the previous N-1 words are used to predict the following word.
(N-1)-order Markov process

P($1,"‘,$n) = P($n|$1;"'a$n—11 P(wl"":mn—l)
~P(Zn|Tn_Ny1ysTn—1) | |
~ P(‘Bnlwn—N+1’ "ty wn—l)P(xl’ e ’mn—l)
n : .
~ I Plejlen_Ny1e2i-1)
N-1=1 --> bi-gram |
N-1 =2 --> tri-gram
I’m giving a lecture on speech recognition technology to university students.

P(a | I'm, giving), P(lecture | giving, a), P(on | a, lecture),
P(speech | lecture, on), P(recognition | on, speech), ...

©1998,1999 K.Takeda, N.Minematsu, T.Shimizu, K.ltou
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Development of a speech recognition system |
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©1998,1999 K.Takeda, N.Minematsu, T.Shimizu, K.ltou
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Title of each lecture i

Theme-1
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qr tu
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OSpeech communication technology - speech synthesis -

Theme-3

A new framework for “human-like” speech machines #1
A new framework for “human-like” speech machines #2
A new framework for “human-like” speech machines #3
A new framework for “human-like” speech machines #4
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Today’s menu

Overview of text-to-speech conversion
From speaking machine to reading machine

Text analysis
Text processing using units of sentences, phrases, and words

Reading analysis
Assignment of reading (phonetic symbol + prosody) to each phoneme

Waveform generation
Conversion of phonetic symbols + prosody to acoustic waveforms

Some demos
Unit selection synthesis + HMM-based synthesis
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The world oldest speech generator

e Speaking machine (Kempelen 1791)

(F)ERERL — L =g




Cognitive Media Processing @ 2015

Difficulty of TTS

Raw text alone is not sufficient “phonetically” for it to be read.
How to read Kanji? How to convert Kanji to Hiragana?

SHOFEIE, EYPZOEREICHFT UL,
SH=Z4£35?2AILE? S =BVRD?RETHD?
Hiragana is similar to phonemic representation. It is enough for TTS?
ERIFE, EARRB, EALSD
TN, FeREXITHM?
If text is represented by phonetic symbols, is it enough?
How about prosodic features which are needed for text-to-speech conversion?
Intonation, word accent, durational control (speaking rate), etc.
(B +xATD - B RATD
Only “read”-style speech? Only native speech?

Expressive (emotional) speech

Non-native speech
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Phones and phonemes

® Phones
e A phone is the minimal unit of speech of any language.
® Phonetic symbols are language-independent and used by phoneticians to
transcribe speech of any language. Defined by by Int. Phonetic Association.

Dental l Alveolar [Postarveolar Retrofiex
t d t  q
n n

® Phonemes
e A phoneme is the minimal unit of speech of a specific language, perceived by
native speakers of that language.
® Phonemic symbols are language-dependent and used by ordinary people to
transcribe speech of that language. Can be defined by a user.
e Should be used like/abcdefgl/.

[arajurugeNzituo/ — [erejirige&ndzitsio?]



~ Cognitive MediaProcessing @2015
Overview of text-to-speech conversion

@__.,2 Conversion of any text input to its reading
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Text-to-speech synthesis

e Conversion from any input text to its sound sequence
¢ In Japanese, Kanji have multiple ways of reading.
e Kanji, Hiragana, Katakana, and Romaiji

e Text analysis

e Morphological analysis
e An input sentence is divided into words (morphemes).

e Part of speech (fa3d) is assigned to each word. He wrote the program
- - | |
® Syntactic analysis noun  verb ar)icle noun
e Syntactic structure in a sentence is extracted. | . I8 Y o
_ _ subject predicate object
e Semantic analysis ] _,,—/J

e In many cases, it refers to correlation and co-occurrence
among words.

¢ Reading analysis worprowoaica] | SIvTacTic | boos 5
Phonemi t AASS
® onemic aspec l |
: P il JAPANESE TEXT
® Prosodic aspect STILARLY: ANALYS!S DICTIONARY
i i I
74— | M
® Waveform generation L Mss o
ION
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Reading analysis

® Phonemic aspect (segmental aspect of speech)
e Text to phonemic (Hiragana) representation
e SHODF#IE — kyo:nogogowa (E&5DF)
® Phonemic representation to phonetic representation
e (NN — n,m,ng?
e Some vowels have to be unvoiced.
o

® Prosodic aspect (supra-segmental aspect of speech)

e Word-level processing

e Word accent, accent sandhi in compound words
e Phrase-level processing

e Accent sandhi in connected words of a phrase

® Sentence-level processing
e Emphasis, phrasing
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Raw text to Hiragana (phonemes)

e Two different reading styles of Japanese
o On(E/# >)-reading and Kun(Flll/ < A)-reading
o EEZ (W), £ZX% (IF) , &8 (A1, BF) ,
e (& and N\
o (& in Al : “wa”, not “h a”
o Nin KEA [ “e"not“he”
e Lengthened vowels
o H¥E (L&S5H3) :shomo:
o BE (W) :e:ga
o KR (E&HEH) :o:saka
e Geminate consonant sounds (especially in numerical expressions)
o —& (WLWoH A, ikkan) k becomes long (long consonant).
e Euphonic change of an unvoiced consonant to its voiced version (&)
o STARIN (RE+DD-ZEDD)
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Numerical expressions

Two different ways of reading numerical expressions
03-5841-6662 : digit by digit
123,456 yen : use of places, e.g. 12/33F48516H

Sound changes that are unique to numerical expressions
523isnot & [ SA butZHKICWSA

Geminate consonant sounds
—XK . WE+(FA-WSIFA
lecm: WE+HEALE-SWLWHSHEAS

Euphonic change of unvoiced consonant to its voiced version (%)
=R SA+HIEFASSTAIEFA
= SATHIVST AL
=[O : A+ ADW
Exceptional cases
—H : DWWt (WEICS is OK)
—H:32h (ZICE is OK)



~ Cognitive MediaProcessing @2015
Phoneme symbols to phonetic symbols

® Some vowels become unvoiced

e If a vowel is surrounded by unvoiced consonants, it often become unvoiced.
o 7YH (ashika) , TEY (eNpitsu) , RF¥* (sukiyaki) etc

e Nasalized consonants

o KRSt (MRILENWVWUL®, kabushikigaisha)
e Syllabic nasal (%, A)

o thikE (RAIRRADA)

e [m] before p, b, and m
¢ [ng] before k, g, and ng
¢ [n] before t, d, n, and pause



Non-linguistic symbols and short forms

e Have to be converted into their phoneme sequences
® %, kg, @
e HMM, IT, IEEE

e Unknown words
e Person’s names, city names (proper nouns)

e Their reading have to be predicted using linguistic knowledge.
e Grapheme-to-phoneme conversion



Cognitive Media Processing @ 2015

Reading analysis

® Phonemic aspect (segmental aspect of speech)
e Text to phonemic (Hiragana) representation
o SHODF#%IE — kyo:nogogowa
® Phonemic representation to phonetic representation
e (NN — n,m,ng?
e Some vowels have to be unvoiced.
o

® Prosodic aspect (supra-segmental aspect of speech)

e Word-level processing

e Word accent, accent sandhi in compound words
e Phrase-level processing

e Accent sandhi in connected words of a phrase

® Sentence-level processing
e Emphasis, phrasing



Cognitive Media Processing @ 2015
JEITA format

e Japan Electronics and Information Technology Industries Association

e Text format designed specially for TTS input.
® Proposed as standard and recommended by JEITA

e Examples
e 2006 FEDREICLDE, HERXLET, M3BWDRED, Ry hZfH>TWBZES5TY,

o ZEyOVXRY/FIavHZIILL, ZhyEYOAVT, VOUGVIYaToHYIN—EV
JNHTAH, RYNFHYTAILYIT R,

e —t'vOURYV//FIa—=vY=3lIVd =iy €©2AVF VYOI a—-BYIk—t
ININT=H RIYNKIDYTAIVY —FTRA%.

o RY RZERKEDKLSICEZDANEZ 26, Ry FEEDFHFHULWEIY RIS, £ENE
L7zo

o RYNFAY I /IADZAVHAIIVENATIIIX, RYNAVLY I/ TIZIAMEY
XAE, UNLTYVY,

e NRYNKINIY/A—ZAVHATIINEN R T ITHIIRXA Ry ALY/ IS
V=B IVRRAEIVLIIONY.
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Text-to-speech synthesis

e Conversion from any input text to its sound sequence
e In Japanese, multiple ways of reading have to be dealt with.
e Kanji, Hiragana, Katakana, and Romaiji

e Text analysis

e Morphological analysis
e An input sentence is divided into words (morphemes)

e Part of speech (fa3d) is assigned to each word. Ha wrote the program

e Syntactic analysis .
_ _ _ noun verb article noun
e Syntactic structure in a sentence is extracted. | o A
e Semantic analysis subject pr edwed
e In many cases, it refers to correlation analysis of T~
e words that occur frequently. ' ,
e Reading analysis worprocoaicar] | SYNTACTIC. | f10s )
Shonem; t 104 ~HANALYSS AALYSS
® nemi l |
one . ¢ aSpeC SECTION JAPANESE TEXT
e Prosodic aspect SILARLY.: ANALYSIS DICTIONARY
| ol I
e Waveform generation L i VO | P
SECTION
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Two major methods of waveform generation

e Unit selection synthesis
® A huge number of waveform units (templates) are stored in a database.
e Adequate selection of waveform units is done based on input text.
® The selected units are smoothly concatenated.
e Additional pitch modification is often needed.

o HMM-based synthesis
e A kind of “unit selection” synthesis
e Units are not waveform units but spectrum units
e A huge number of context-dependent phoneme HMMs are stored in a database.
e Adequate selection of HMMs is done based on input text.
¢ The selected HMMs are concatenated.
e Pitch is realized by generating a source signals based on the desired pitch pattern.
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A diagram of unit selection synthesis
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~ Cognitive MediaProcessing @2015
Unit selection synthesis

® A speech corpus is segmented using some linguistic units.
e Phoneme, syllable, or in-between?

e Adequate selection of waveform units is done based on text input.
e How to select adequate units?

® The selected units are smoothly concatenated.
e |f waveform units of the desired pitch level are not found, how to prepare the units?

“omoshirokatla Jesu ne ™

/r/

| N;“ MWMWM TNWMMW-«--
by

i }u/

% moehi moshi* /hsbikoru/ - /harumeku/ /ichirizuka!

"r"‘*‘ '1% Y ®

lkabuhlza/ Ikatazukeru! /hahikoru!

®® @ @

HT. AREEHRER sharikicu/
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~ Cognitive MediaProcessing @2015
Unit selection synthesis

® A speech corpus is segmented using some linguistic units.

e Phoneme, syllable, and VCV units
e Prosodic attributes are also considered (added) in labeling. VCV

)

T | | il
- \. i i
- - -
.‘ - \ -.
-Q - /‘ %-
- )
FO 134.3 "ﬁ'ﬂ
MHT_0S B} _ang |
w%l. H*+L wlL% H- L% > L%
H*+ L H*+L
iaid za| juubuN ugokezu
Ky uwu ky u,u sh a ni
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Unit selection synthesis

e Adequate selection of waveform units is done based on text input.
e A cost function is defined and the unit that can minimize the cost is selected.
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~ Cognitive MediaProcessing @2015
Unit selection synthesis

® The selected units are smoothly concatenated.
e Pitch change is realized by PSOLA (Pitch Synchronous OverLap and Add)
e Pitch waveforms are concatenated with overlap using required intervals.

Decrease of the pitch -~
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A diagram of unit selection synthesis

Unit-selection synthesis (USS) (1) |

Training part
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HMM as generative model

CLOSURE BURST RELEASE VOWE

Probabilistic generative model

State transition is modeled as transition probabillity.
Output features are modeled as output probability.

(©1998, K.Takeda, N.Minematsu and T.Shimizu



Cognitive Media Processing @ 2015

A diagram of HMM-based synthesis

HMM-based speech synthesis system (HTS)

Training part
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~ Cognitive MediaProcessing @2015
HMM-based synthesis

o Text -> HMM seq. -> most likely state seq. -> most likely spectrum seq.
® Spectrum sed. = adaptive filter
e By inputing source signals to the filter, waveforms can be obtained.

Mel-cepstral coefficients

Spectrum part < Acy A Mel-cepstral coefficients

AA Mel-cepstral coefficients

=
i

g log FO
Excitation part < Py A log FO
62 py AA log FO




Spectrum generated from HMMSs

o Text -> HMM seq. -> most likely state seq. -> most likely spectrum seq.
e The most likely spectrum from a state = mean vector (spectrum) of the state

--> the spectrum sequence has to have stepwise abrupt changes.
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Spectrum generated from HMMSs

o Text -> HMM seq. -> most likely state seq. -> most likely spectrum seq.
e The most likely spectrum from a state = mean vector (spectrum) of the state
--> the spectrum sequence has to have stepwise abrupt changes.
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~ Cognitive MediaProcessing @2015
Static features and dynamic features

e Maximum likelihood generation of Cep sequences with constraints
e ACep = velocity components, AACep = acceleration components
® Cep + A Cep + AA Cep are used as features of HMM
e What is needed is a sequence of Cep that is adequate for input text.

e Cep sequence is generated by using A and A features as constraint.
e Likelihood of ACep + AACep should be increased as well as that of Cep.
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Cognitive Media Processing @ 2015

Context used for HMM for synthesis

e Context-dependent phoneme HMMs for ASR
e Context = left phoneme and right phoneme
e /al ->i-a+b, u-a+t, h-a+l, ....
o #triphones = N X N X N (N : number of phonemes)
e Context-dependent phoneme HMMs for TTS

e Context = left phoneme, right phoneme + so many linguistic factors
e #context-dependent-phonemes = logically infinite 1?
® HMMs for TTS are by far much finer than HMMs for ASR.

Table 1: Context labels adopted in Japanese HTS

Previous phoneme identity Connection intensity between the previous accent phrase Number of morae of the previous breath group
Current phoneme identity and the current accent phrase Number of morae of the current breath group
Next phoneme identity Pause existence between Position of the current breath group in the sentence
Position of the current mora in the current accent phrase the previous accent phrase and the current accent phrase ~ Number of morae of the next breath group
Difference between accent type Number of morae in the current accent phrase Number of morae of the sentence
and position of the current mora Accent type in the current accent phrase
POS of the previous word Connection intensity between the previous accent phrase
Inflected form of the previous word and the next accent phrase
Conjugation type of the previous word Position of the current accent phrase
POS of the current word in the current breath group
Inflected form of the current word Interrogative sentence or not
Conjugation type of the current word Number of morae of the next accent phrase
POS of the next word Accent type of the next accent phrase
Inflected form of the next word Connection intensity between the next accent phrase
Conjugation type of the next word and the current accent phrase
Number of morae of the previous accent phrase Pause existence between

Accent type of the previous accent phrase the next accent phrase and the current accent phrase
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A diagram of HMM-based synthesis

HMM-based speech synthesis system (HTS)

Training part
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Title of each lecture

Theme-2
Speech communication technology - articulatory & acoustic phonetics -
Speech communication technology - speech analysis -
Speech communication technology - speech recognition -
Speech communication technology - speech synthesis -

Theme-3

A new framework for “human-like” speech machines #1
A new framework for “human-like” speech machines #2
A new framework for “human-like” speech machines #3
A new framework for “human-like” speech machines #4
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Cognitive Media Processing @ 2015

Assignment

e Assignment
e Read a research paper which is related to the second four lectures of this class,

summarize it, and give your own comments to the paper.
e Phonetics, speech science, and speech technology

e All the materials used in the lectures can be available at;
e http://Iwww.gavo.t.u-tokyo.ac.jp/~mine/j[apanese/media2015/class.html

® Length
o Afew pages of A4 size.
® Submission

® Your report should be sent to mine@gavo.t.u-tokyo.ac.jp in the form of PDF.
e The file name should be “[student id] [your name].pdf”
e The paper that you read should be attached. ‘

e Deadline M!

e Dec. 15th Ag g&\‘gﬂmg
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